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We live in an amazing time — an era when technology is developing rapidly, and artificial intelligence is no longer fiction,
but part of our reality. But in this technological progress, an important question arises: how to make the development of
Al safe, fair and ethical? And by what rules will we live in a society of new technologies?

With each step on the path of technology development, we encounter more and more complex ethical and social issues.
Who is responsible for the decisions that autonomous systems make? Is it even possible to delegate decision-making to
Al? Will we lose our jobs? What happens to the privacy of our data? Is Al a black box and how do we properly communicate
with Al systems and with each other?

At the National Commission for the Implementation of the Code of Ethics in the Field of Al, based on the Alliance in the
field of Al, we decided to collect all the most pressing questions and try to offer an answer to them. This is how the white
paper on ethics in Al appeared. This is not a collection of scientific reflections, but a guide to navigating the complex world
of technologies that are already changing our lives today. We are not afraid to ask the most uncomfortable questions and
try to answer them.

In order to help answer these questions and suggest ways to solve these issues, The White Book on Ethics in the field
of artificial intelligence was created. The White Book provides answers to the most pressing ethical questions related
to artificial intelligence, as well as research on this topic and practical recommendations for minimizing ethical risks.

The authors that contributed to this book is what makes it truly unique. These are leading specialists, lawyers, psychologists,
researchers — people who face the ethical challenges of Al in practice every day. They offered real solutions, recommen-
dations and approaches to how to implement Al so that it works for the benefit of humans.

We have considered a variety of specific issues — from moral dilemmas, such as the famous “trolley problem”, to the use of
Al in medicine, education and justice. Imagine that the Al will decide which treatment to send the patient to, or will partici-
pate in lawsuits. This is not the future, this is already our reality. And our book shows how to make this reality fair and safe.

This edition is really unique. For the first time, key ethical issues related to the use of Al are collected in one place and pos-
sible solutions are presented. However, it is important to note that this book does not claim to have universal answers. We



understand that the proposed ideas may seem controversial or insufficiently convincing to someone. Therefore, we invite
readers to the discussion, considering the book more as a starting point for reflection.

We will be grateful for your suggestions and a look at the ethical dilemmas raised in the book. All feedback received will
be carefully studied and taken into account in subsequent editions. Who knows, perhaps it is your feedback and the further
development of technology that will help rethink many of the solutions proposed in 2024.

Our readers are not just scientists and developers. We wrote this book for everyone who is interested in how technology is
changing our world. After all, this applies to all of us — from how Al evaluates our creditworthiness to how it helps prevent
crimes. These questions literally shape our future. The book is written in such a way as to be useful and interesting to a
wide audience. It is full of real cases, specific recommendations and forecasts about what awaits us in the coming years.
It’s not just reading — it’s a dialogue. A dialogue with those who are at the forefront of technology, and with those who
are wondering where this rapid progress is taking us.

And the most important thing that we emphasize on every page is that technology is a tool. But what they will become
depends only on us. And our book is a step towards a conscious, responsible approach to creating a future where Al will
serve humans, and not the other way around.

Your view on ethical issues can be shared here:




The rapid development of Al and its widespread introduction into human life and society are radically changing the world.
This requires compliance with ethical principles that can balance actively developing technology and human interests, so
that new technologies serve for the benefit of society and humanity as a whole. In 2024, a large database of ethical issues
in connection with the development of Al technologies has already been built. Baseline ethical principles for Al have also
been developed at international and national, as well as at industry levels. In making this book, we were guided by available
research, international documents, survey data, as well as the opinions of developers and users collected by the Russian
Commission on Ethics for Al.

In 2019, the World Commission on the Ethics of Scientific Knowledge and Technology published its ‘Preliminary Study on
the Ethics of Al’", which was largely based on the ‘Study on Ethics in Robotics’ published in 2017.2 It raised a number of
issues of Al ethics:

the role of Al in the educational process itself as a tool of the digital learning environment, as well as
importance of retraining of employees and changing the set of qualification requirements of educational
programs.

transparency and explicability of Al decisions (Al’s ability to analyze large amounts of data makes it
possible to use it for environmental monitoring and disaster forecasting, but the validity of its decisions
should be treated with caution).

increased bias and adverse effects on vulnerable segments of the population (as an example, the Allegh-
eny Family Screening Tool (AFST)).

the impact of Al on linguistic and cultural diversity (the risk of concentration of cultural resources and
data in a small number of participants).

In 2019, the Organization for Economic Cooperation and Development (OECD) published the first intergovernmental stan-
dards for Al, titled ‘Recommendations on Artificial Intelligence’>.

The OECD has officially set out five principles for responsible management of reliable Al:

inclusive growth, sustainable development and well-being;

rule of law, respect for human rights and democratic values, including fairness and confidentiality;
transparency and explainability;

reliability, security and security;

accountability.



The Ethical Guidelines for Reliable Al (EU)20194 note that Al must meet the criteria of legality, ethics and reliability. The
recommendations enshrine seven key requirements for reliable Al, including human control of Al, technical reliability and
security, data privacy, transparency, fairness and non-discrimination, public and environmental well-being, and accountability.

A significant stage in the development of Al ethics was the publication of UNESCO’s “Recommendations on Al Ethics”®
in 2021. The document contains the first international standards that enshrine the fundamental 10 principles of ethical
Al, including non-discrimination, protection of privacy and personal data, transparency of algorithms and human control,
among others.

In addition, work on the study of ethical issues in Al is also being performed by international standardization bodies. In
2023, the Institute of Electrical and Electronics Engineers (IEEE), as part of the Program for Free Access to Standards in
the Field of ethics and Regulation of Al, opened access to a number of standards directly or indirectly devoted to Al ethics,
for example, 7014-2024 — |IEEE Standard for Ethical Considerations in Emulated Empathy in Autonomous and Intelligent
Systems. (IEEE Standard on Ethical Issues of Emulated Empathy in Autonomous and Intelligent Systems)®.

The International Organization for Standardization (ISO) published ISO/IEC TR 24368:2022 Information technology — Arti-
ficial intelligence — Overview of ethical and societal concerns (Artificial Intelligence. Review of ethical and social aspects)’;
Based on it, a comparable Russian standard was prepared, it provides a high-level overview of ethical and social (public)
problems of artificial intelligence, as well as the fundamental principles of ethical Al. Ethics issues are also addressed in
the ISO/IEC 42001:2023 Information technology — Artificial intelligence — Management system (Artificial Intelligence.
Control system®. These standards provide organizations with recommendations for addressing issues such as Al ethics,
transparency, and continuous learning.

Numerous publications presented around the world raise similar ethical issues and problems as relevant to humanity for the
development and implementation of artificial intelligence. These issues can be summarized into several key topics. They
include issues of labour and unemployment, bias and non-discrimination, data protection and confidentiality, accountability
and human control of Al, transparency and explainability of Al algorithms, reliability, equality in the distribution of benefits
from Al, human autonomy and free choice, the impact of Al on human behavior and interpersonal interaction, as well as
the general provision of guarantees of fundamental human rights in the introduction of Al, and well as many other aspects.

Finally, interacting with the signatories of the Code of Ethics, Al also managed to clarify a number of ethical issues. Many of
which were collected and discussed in a special working group dedicated to the best ethical practices. Some of these issues
have been discussed for four years at the All-Russian Forums on Al Ethics, a large-scale event dedicated to understanding
and discussing issues of Al ethics.

All these materials formed the basis of the book.
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This section provides detailed answers to the 10 most common ethical questions related to the development of Al:

The ‘trolley problem’: what choice should an unmanned vehicle make over human life in the event of an
inevitable collision?

The problem of digital human imitations: is it acceptable to create them?

The ‘black box problem’: is it possible to understand the principles of Al system operation and explain them
to the user?

The debate over the need to inform: should people always be made aware that they are interacting with Al?
The problem of job cuts: will mass introduction of Al lead to people losing their jobs?

The challenge problem: should a person always be able to challenge a decision made with use of Al?

The problem of Al bias: is it possible to solve it?

The problem of accountability: using the example of medicine, what responsibility does an Al developer have
in case of harm to a patient’s health?

The problem of delegating decision-making: in the case of the judiciary, will Al be able to replace a judge?

The problem of social rating: is it ethical to use Al to create a social rating?

When choosing the most popular questions, we were guided by the results of surveys conducted in Russia and abroad, as
well as public documents, research and scientific publications. The Commission for the Implementation of the Code of
Ethics in Al participated in the process of selecting the most popular issues.
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Sberbank study: ‘Trust in Generative Artificial Intelligence’, 2024

Respondents were asked which ethical issues around the use of artificial intelligence concern them the most.?®

Ethical concerns in Al
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Issues raised in the first chapter are also highlighted by international organizations, public law institutions, and reputable
publications when analyzing the most popular ethical dilemmas of the development and use of Al, including:

O UNESCO: discrimination, human control in Al decision-making, transparency and explainability of Al systems, impact
on the right to work™

O The Bank of Russia: lack of explainability of algorithms, bias, discrimination™

O High-level Expert Group on Al (EC): human control in Al decision-making, non-discrimination, transparency and
explainability, accountability ™

O International Economic Forum: job losses, discrimination, security ™
O Forbes: lack of transparency, bias, discrimination, privacy and confidentiality, security, loss of jobs, deepfakes™

O Deloitte: Bias, job losses, substantiation and explainability of decision-making™
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All lives are equally valuable, so in practice the dilemma about ethical choice — determining
whose life is more valuable — does not exist when programming self-driving vehicles. Self-driving
transport should be programmed based on the need to comply with traffic rules and the principle
of causing the least harm.

Artificial intelligence systems (AIS) in self-driving cars should be programmed in such a way as to avoid the risk of
causing any harm to humans, no matter what other losses may be incurred.

The right to ethically assess the risks of causing harm and the choice of options for minimizing the consequences
cannot be entered into AIS architecture.

The task of the algorithm is to try to prevent an accident in general in any conditions (with poor visibility, rainy
weather, etc.). To enable this, it is recommended to parameterize boundary conditions of the operating environment,
taking into account various conditions (time of day, weather, etc.): maximum speed allowed, tyre adhesion coefficients
for road surface, permissible visibility and distance restrictions, etc.

AIS should be programmed for strict compliance with traffic rules, including the possibility of violating traffic rules
in cases of absolute necessity for collision avoidance (reducing/exceeding the speed limit, road marking violations, etc.).

These ethical recommendations can be applied to other modes of transport, taking into account their own specific char-
acteristics.

According to the World Health Organization’s Road Safety Report 2023, traffic accidents kill 1.19 million
people annually and about 50 million people receive non-fatal injuries. The main cause of such accidents is the
human factor. The transition to autonomous transport should significantly reduce road deaths. However, its
development is accompanied by a number of ethical issues. The most popular of them is the “trolley problem.”
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is a famous philosophical thought experiment, first formulated in
1967 by the English philosopher Philippa Foot. In the traditional scenario of the experiment, a ‘runaway’ trolley
moves along a path on which there are several people, usually five. By pulling a lever, the trolley can be directed
to another path, in which case only one person will die. All the many other scenarios boil down to one question:
is it acceptable to sacrifice one person to save others? This ethical dilemma revealed the difference between two
moral concepts: the conscious (active) taking of a person's life for the sake of the ‘greater good‘ — saving more
lives — or the concept of passive, non-interference based on the principle of “thou shalt not kill.”

Scientists from Stanford University have proposed a solution to the dilemma with a trolley for au-
topiloted transport. It is important that the programming of the device making a decision was based
only on the law. In this case, the chance of an accident only occurs in cases of violation of traffic rules by
other road users’.

In 2017, the Ethics Commission of the Federal Ministry of Transport and Digital Infrastructure of Germany
issued a Report on Automated Driving. The report emphasizes that, firstly, the technology must be
designed in such a way that critical situations do not arise in which an automated vehicle must choose
between the ‘lesser of two evils’, between which there can be no compromise and one outcome must be
selected”.

In its report on the ethical aspects of unmanned vehicles, the French National Pilot Commission on
Digital Ethics proposes to program autonomous vehicles for a random choice of actions and to introduce
an element of randomness into the decision-making algorithms of autonomous vehicles. In their opinion,
this approach would make it possible to break the cause-and-effect relationships that lead to negative
consequences, and, as a result minimize the possibility of imposing moral responsibility on vehicles’®.

In the study ‘Principles of driving unmanned vehicles’, jointly conducted with experts at Ford Motor
Co., the conclusion reached states that developers of autonomous vehicles should create systems in such
a way as to ensure predictable and law-abiding vehicle behavior™.

The authors propose a number of principles for the programming of vehicle autopilot systems that can
reduce the risks when using such systems and increase public confidence in them:

developers should not try to reduce damage caused in an accident at the expense of other persons;
if harm to life or health is unavoidable, then developers have the right to program a self-driving
vehicle to violate legal regulations;



if any traffic rule requires interpretation then a self-driving vehicle must be programmed in such a way
that a vehicle can maneuver safely in such situations without risk to the people or objects around it.

Researchers from MIT have published the results of an online experiment conducted on The Moral Machine5 website?°. Study
participants had to choose what a self-driving vehicle should do in a hypothetical situation.

Nine factors were tested as part of the experiment:

saving lives (people, rather than pets),
maintaining course (versus deviating from it),
saving passengers (compared to pedestrians),
saving more lives (compared to fewer lives),
saving men (compared to women),

saving the young (compared to the elderly),

saving pedestrians crossing the road in accordance with the rules (versus crossing in the wrong place or when not sanctioned
to do so by a traffic light),

saving people who are in good physical shape (versus those carrying extra weight),

and saving people with a higher social status (versus a lower social status).

Some characters had other features (such as being pregnant, being a doctor, a criminal, etc.) that did not fall into these
verifiable characteristics. The results were based on more than 40 million responses from millions of users from 233 countries
around the world.

Participants worldwide favored human lives to the lives of animals, such as dogs and cats. They wanted to save more lives
rather than less, and they also wanted to save younger lives compared to older ones. Babies were saved most often, while
cats were saved least frequently. In terms of gender differences, people chose to save male doctors and elderly men more
often than female doctors and elderly women. Meanwhile, female athletes and larger women were saved more often than
male athletes and larger men. Many also preferred to save pedestrians rather than passengers, and law-abiding individuals
rather than offenders.



What do the experts think?

Alexey Leshchankin,
Yandex Autonomous Transport Product
Director

“Autonomous transport makes decisions based on the traffic reg-
ulations and the possibility to cause the least harm in the event of
an emergency. A self-driving vehicle is able to see several hundred
meters around itself, and as such these situations are much less
likely to occur than with a regular driver.

Before self-driving vehicles reach the roads, they will be driven for
millions of kilometers in a virtual environment, a simulator, where
thousands of dangerous situations can be tested, including those
that are impossible to replicate within an urban environment.”

Yuri Minkin,
Head of the Department for Development
of Unmanned Vehicles, Cognitive Pilot

“One of the main anticipated results of the introduction of drones
is a reduction of accidents and casualties by the hundreds of thou-
sands. Tens of thousands of people are currently dying on Russian
roads, and with the spread of self-driving vehicles, their number
will decrease to hundreds, and then to single figures. In this sense,
a self-driving car is a priori moral. It is always focused on the road,
it has comprehensive information, it can receive data from other
vehicles and elements of the road infrastructure. The creation of
such vehicles is a prospect in the coming decades”?'.
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“Our sensor algorithm does not distinguish between people of
different ages or demographic groups. It only reacts to the size,
speed and length of obstacles. We also take into account the
potential impact on an obstacle should the vehicle collide with
it. Therefore, to answer your question, it seems that ethical con-
siderations are not yet the key factor determining the behavior
of a vehicle.”

Ivan Deylid,

Head of the Software Development
Department, The Center for Unmanned
Technologies of Innopolis University

“The problem of the “trolley” for self-driving vehicles is not en-
tirely relevant. Unmanned systems are programmed in such a
way as to avoid a collision with a person who suddenly ran onto
the road in any conditions: poor visibility, rainy weather, etc. The
“trolley” problem can be created artificially. For example, if the
developer narrows the safety zone or increases the speed of un-
manned vehicles.”



Experts from the National Highway Traffic Safety Administration (NHTSA) have found that in most recorded
cases, the Tesla autopilot system shuts off a few seconds before an accident. This allows developers to
ensure it would be impossible to bring the company to court on charges of causing intentional damage due to
actions taken by the autopilot.

An NHTSA investigation noted that when using autopilot, drivers were only given the opportunity to attempt
to avoid obstacles a few seconds before an accident, and in most situations that the autopilot reported this only

immediately before the accident before switching off 2.

Avoiding harming a
person should be the
developer’s top priority.

Ethical ‘neutrality’.
No ethical decision on
whether to cause (or not
cause) harm should be
embedded into the AIS.

Following the rules of
the road. All road users,
including self-driving
cars, must comply with
traffic regulations.

Avoiding an emergen-
cy. The task of the de-
veloper is not to resolve
an emergency situation.
A developer must do ev-
erything possible to pre-
vent one from happening
in the first place.
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Creating a digital imitation of a human being is ethically acceptable, but subject to the observance
of legal restrictions in particular country and a number of ethical recommendations.

Discrediting a person's image should be avoided.
When creating and using digital imitations, one should
strive to avoid discrediting a person by falsifying be-
havior, distorting views or anything else that would be
unacceptable to the individual or their relatives.

The person should have provided consent. The cre-
ation and use of a digital imitation of a living person can
be considered ethical if explicit consent has been pro-
vided. Such consent should include an understanding
of the purposes, for which group of people and under
what conditions it will be used/broadcast.

The creation and use of digital imitations of dead
people can be considered ethical provided that
consent has been obtained from relatives. The
creation and use of digital imitations by a limited num-
ber of persons, for example, by relatives or friends,
can be considered an ethical choice of these persons
even without the consent of the deceased. This issue
requires serious additional consultation with a psy-
chologist.

Content that is fully or partially a digital imita-
tion of a human being should be labeled as such.
During the broadcast of a digital simulation, it should
be continuously and explicitly made clear that it is an
imitation created artificially by Al. It is unethical to
allow any situation in which ‘behavior’ of a digital im-
itation could be perceived as that of the real person.

The creation of digital imitations of historically
and culturally significant individuals can be con-
sidered ethical provided that certain conditions
are observed. It is necessary to avoid offending third
parties, their feelings and beliefs, to observe legal reg-
ulations and prevailing morality as accepted in society,
and also to take into account the consent of relatives.

Developers and owners of ‘Al interlocutors’ should
inform users about associated risks. In cases where
this is applicable, taking into account the context of the
service, users should be warned about the risks of build-
ing attachments to digital imitations and other negative
social consequences that can be reasonably predicted.



As a rule, digital imitations are already regulated, directly or indirectly, by legislation. In many ways, the
conditions for the creation and use of digital imitations are influenced by legislation, for example, on personal data
or on the protection of privacy.

For a derivative digital imitation, consent is also needed. The transformation of a digital imitation of a partic-
ular person or the use of its individual elements to create a new digital imitation can be considered permissible if the
newly created imitation cannot be identified with the original personality and the rights to the image, voice and other
personality traits are not violated. Otherwise, consent should be obtained.

In April 2024, the Commission for the Implementation of the Al Ethics Code published Ethical recommendations on
creating and using digital Imitations of living, dead and non-existent people?.

Within the framework of these recommendations, a definition of digital imitation of a person was given:

is the result of digital modeling using Al technologies
based on digital or digitized human data (synthetic or real), aimed at simulating the appearance, voice and/or
other unique physiological, psychological or behavioral parameters of a person, including communication style,
decision-making, etc., expressed in videos, photos, graphics, text, etc.

As part of the preparation of Recommendations, the Commission members discussed the risks of negative psychological
consequences of using services based on digital imitations of deceased people. According to the results of the vote by a
majority of votes (43%), it was decided to involve specialists in psychology/psychotherapy in the preparation of recommen-
dations on this issue.

The UN Report on advanced technologies highlights the gray market for digital imitation as the greatest
danger. Creating and using digital copies without a person’s consent to manipulate information about them,
for example, in order to change the outcome of elections, is unethical and poses risks to the normal functioning
of a democratic society .

Researchers from New York Cornell University believe that there is a risk of potential distortion of the
beliefs and points of view of the deceased. Al algorithms may inaccurately reflect the complexities and
nuances of human thought. Consequently, a digital imitation may inadvertently express views or perform
actions that the deceased would not approve pf during their lifetime .
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Researchers from Indiana University Bloomington highlight the risk that can arise when using digital imitations,
as even if a person’s consent is obtained then ethical problems may arise. A real person, observing
their own digital twin, may alter their own perception of themselves, since imitations do not convey the full
range of human characteristics: they inevitably exaggerate some features and diminish others?°.

According to researchers at Lindenwood University, creating a digital imitation without a person’s con-
sent violates their right to privacy. The process of recreating someone’s image requires access to their
digital information, which may be confidential. The use of personal data without the explicit consent of the
deceased or their relatives may also raise ethical questions about limitations of posthumous consent of the
deceased person?.

Qatar University scientists note that there is increased discussion on the legislative regulation of this issue.
The creation and use of digital imitations is inextricably linked to the solution of two legal issues:
the protection of personal data and the confidentiality of private life?.

The ethical principles of the British Digital Twin Program drew attention to the importance of choosing
the data used to create a digital copy of a person. Unreliable and irrelevant data can mislead society, and
overly sensitive data categories can lead to the disclosure of confidential information®.

In the United States, researchers from the Massachu-
setts Institute of Technology and the University of
Virginia have created digital twins of Olympic swim-
mers to improve their performance. The swimmers were
equipped with special sensors that record information
512 times per second.

The researchers used the data obtained to create a
digital double of the athlete, which records his move-
ments with millisecond accuracy. At the moment, an
extensive database of digital twins of more than 100 of
the best swimmers in the USA has been collected. Such
twins allow the analysis and correction of swimmers’
techniques, which gives athletes the opportunity to
improve their results.

Tilted head creates drag




In the European Union, digital human imitations are actively used in healthcare. The European Virtual Human
Twin Initiative (an EU-based structure) promotes the development and implementation of new solutions based
on digital human twin technology at medical institutions3'.

The Virtual Human Twin is a digital representation of the state of a person’s health. The use of a digital imitation
of a person helps to predict the reaction of a real person’s body to the use of a new drug or surgical intervention 2.

The European Digital Twins Initiative has also adopted a manifesto on the use and development of digital copies
of humans for medical purposes. At the same time, emphasis is placed on the fact that the development of these
technologies and their implementation in public health must comply with legal regulations, ethical principles and
issues of personal information security. Moreover, EDITH (European Virtual Human Twin), a platform created to
implement this initiative, released a document on regulatory gaps in this area in January 2024.

A Chinese IT company, Silicon Intelligence, claims that with just 1 minute of high-quality video, it can “bring
loved ones back to life” — by creating an exact digital copy of them — for just 199 yuan (~ 27.5 US Dollars) 3.

Zhang Zewei, CEO of Super Brain (another company
that ‘resurrects people’), says that in order for gener-
ative Al to accurately convey a way of thinking and the
behavior of a deceased loved one, it may take 10 years : T
to collect all kinds of information about a person’s 3 R, WEMND
life. He also agrees that ethical questions exist: is '
it right to try to cheat death? Does the digital copy
contribute to dealing with grief or, conversely, prevent
it? Nevertheless, Zhang Zewei hopes that Al technol-
ogies still bring some relief in the grieving process.

From a legal point of view, such companies need to
obtain either the lifetime consent of the person or the consent of their relatives. Thus, the Civil Code of the
People’s Republic of China provides that no one can violate the rights of others to an image by using information
technology to falsify its image 3.



practicing psychologist and teacher at
Moscow Institute of Psychoanalysis

“The legacy that remains from a person is, on the one hand, the
opportunity to touch what is dear to us... But things are not clear
when it comes to creating a digital copy and communicating with
a person who is no longer with us using a chatbot. It is an illusion,
maintaining that a person is still alive. Of course, we understand
everything, but we continue to maintain the illusion that a loved
one still exists. And therefore, we are unable to start the grieving
processes that are so important for our psyche.”

General Director of ANO Dialog Regions

'xl

“The development of human digital twins is a complex task that
has many ethical, legal and social dimensions. When creating
them, it is important not only to comply with laws and ethical
principles, but also to take into account the opinion of the public
and experts in Al ethics. A separate issue will be the protection of
personal data from misuse, which requires strict regulatory rules.
At the same time, the use of Al should not infringe on personal
freedom or limit people's independent decision-making. There-
fore, one of the basic principles is that digital imitations should
be reliable, and not distort the image of a person, and using them
to deceive and create fakes is unacceptable.”
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clinical psychologist

“When a person faces loss, they go through several stages of
accepting the inevitable. If a person is experiencing the stage of
severe grief, then “talking” with a deceased loved one can deepen
their trauma. This experience will be more traumatic rather than
psychotherapeutic. However, in psychotherapy, when working
through trauma, we use the ‘empty chair technique’, in which we
imagine a deceased relative and can tell them everything that
we were unable to say during their lifetime. If a person came to
psychotherapy under the supervision of a specialist, this method
of interaction can be very helpful.”

Head of the Visual Content Synthesis
Department, T-Bank Al Center

>

“The use of digital twins opens up new communication opportuni-
ties, which can be beneficial to both users and businesses. On the
other hand, there are many questions related to the control and
ethics of their use. Even though the industry is still in its infancy,
the technologies for creating and distributing digital twins are
developing faster than methods for their regulation. This cre-
ates the need for a careful approach by developers to implement
such solutions and study the real consequences of their use. For
example, at T-Bank, we are actively developing technologies for
creating realistic avatars for external and internal communication,
as well as developing ways to detect DeepFake attacks to protect
our customers from intruders.”



The ‘black box problem’ is often referred to as a situation where it is impossible to understand
why AIS produces one or another result in each specific case. The better and more accurate the
algorithm works, the more difficult it is to explain its solution — this is due to the fact that such a
solution is a consequence of the mutual influence of millions of non-obvious factors. It is possible
to understand and explain only primitive AlS, and they do not work well.

Depending on the context and the purpose of the Al in use, it is recommended to disclose to users, for example, such facts as:
learning objectives: what goals were set for the algorithm during its training
performance evaluation metrics: which function of which parameters was optimized during machine learning
the machine learning algorithms used
recommendations on the scope of application.

And others.

Learn the basic principles of algorithms. This will create a common understanding of the decision-making pro-
cesses of Al systems.

Study the user and license agreements of the developer company. Also consider any other relevant information
on the developer’s website.
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Ask the developers for additional information that interests you. For example, what data is used to train the
system, what factors are taken into account and how they affect the results.

Reach out to specialists and experts in this field. They can help explain the specifics of the ‘black box’ problem.

Read scientific articles, books and other materials on problems of Al transparency. This will allow you to gain
deeper knowledge of issues studied.

Get involved and participate in educational projects. For example, take courses that will expand your digital
skills and contribute to building an overall understanding of how Al algorithms work.

According to a study by the German Center for Data Science, Al and Big Data, ‘black box’ is a term used
to describe a situation where it is impossible or very difficult to explain exactly how an artificial intelli-
gence model came to a certain decision 3¢,

This is because Al is a complex system that has many parameters and with interrelationships between
them. Even the developers of the model may not understand all the subtleties of its work.

The ‘black box issue’ also raises a number of ethical issues related to transparency. If we cannot under-
stand how the Al algorithm makes decisions, then how can we guarantee that these decisions are correct
and fair?

To solve this problem, researchers propose ways to increase the transparency and interpretability of
artificial intelligence algorithms. One approach is to develop an ‘explainable Al’ or XAl. For example, an
Al system that recommends a treatment plan for a patient can provide a list of factors that influenced
the decision: the patient’s medical history, test results, and current symptoms.

Another approach is to use machine learning techniques that allow people to understand how an Al algo-
rithm makes decisions. For example, to determine the characteristics or source data that the Al algorithm
relies on when making a decision.



UNESCO's recommendations on the ethical as-
pects of Al particularly highlight the transparency and
explainability of Al systems. It was noted that compli-
ance with these principles guarantees the security and
protection of human rights and freedoms. According
to these recommendations, users should be informed
that data is provided based on Al algorithms, especially
when such data may affect basic human rights. In this
case, the user should have the opportunity to contact
the Al developers for explanations of how the algo-
rithms of system work¥’.

The UN Resolution on ‘Harnessing the Power of
Secure, Secure and Reliable Artificial Intelligence
Systems for Sustainable Development’ also high-
lights the value of transparency in Al systems. The
principle of transparency includes explaining how al-
gorithms work, human supervision of the system, and
ensuring verification of automated solutions. Transpar-
ent and explainable Al systems enhance reliability by
enabling end users to better understand, accept, and
trust the results and decisions of Al=5.

Disclosure of information about Al algorithms by developers may be necessary, because in certain situations,
failure to inform users about how the system works may subsequently create a need to revise the results.

For example, as in the case with an Al system trained to analyze X-rays for the presence of cancerous tumors.
It was assumed that this system would simplify and speed up the work of doctors in terms of the number of
images viewed. The developers have made the system very sensitive so that it does not miss possible cases
of cancer, but because of this, false positives often appeared. The algorithm was not explained to radiolo-
gists who used the Al tool. As a result, doctors spent more time rechecking results flagged by Al, because
they did not know that the system was too sensitive, and continued to look for what they thought they had

missed on first viewing *°.
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Large companies developing Al technologies adhere to the principle of transparency, including additional
disclosure of information in cases of technical failures and other errors by algorithms.

On March 20, 2023, ChatGPT (a neural network from OpenAl) experienced an outage. Representatives of
the company published a press release on their website to apologize for and explain the failure:

“We took ChatGPT offline earlier this week due to a bug in an open-source library which allowed some users
to see titles from another active user’s chat history. Upon deeper investigation, we also discovered that the
same bug may have caused the unintentional visibility of payment-related information of 1.2% of the ChatGPT
Plus subscribers.

We have reached out to notify affected users that their payment information may have been compromised.
We are confident that there is no ongoing risk to users’ data.

Everyone at OpenAl is committed to protecting our users’ privacy and keeping their data safe. Unfortunately,
this week we fell short of that commitment, and of our users’ expectations. We apologize again to our users

and to the entire ChatGPT community and will work diligently to rebuild trust.” 4°

Vice President, Skolkovo Foundation

“Transparency of artificial intelligence algorithms is our opportu-
nity to create mutual trust between customers and developers,
which in the long term determines the speed of implementation
of any technology no less than the ability to create appropriate
solutions. The temptation to hide significant facts, especially
those that negatively affect current sales, is always present, but
in today's open world, succumbing to such a temptation means
losing the trust of customers and creating reputational risks for
shareholders and investors.”

Chief Executive Officer, Open Al
At the World Economic Forum 2024

“| actually can't look in your brain, and look at the 100 trillion
synapses, and try to understand what's happening to each one,
and say “okay | really understand why he's thinking what he's
thinking, you're not a black box to me”. But what | can ask you to
do is explain to me your reasoning. | can say: “You know you think
this thing - why?” And you can explain first this, then this, then
there's this conclusion, then that one, and then there's this, and
| can decide if that sounds reasonable to me or not. And | think
our Al systems will also be able to do the same thing. They will
be able to explain to us in an authentic language, the steps from
A to B and we can decide whether we think those are good steps
even if we're not looking into it.” 4



Evgeny Pavlovsky,
Head of the Laboratory of Streaming Data
Analytics and Machine Learning, NSU

“For models, it is certainly necessary to show what data they were
trained on. This will make it possible to implement the principle
of traceability, so that later, when correcting errors in the train-
ing data, we know how they affected the quality of the model.
Transparency in the creation of models at each stage allows you to
control their quality and better understand the conditions of use.”

Semyon Budyonny,

Managing Director-Head of the
Department for the Development of
Advanced Al Technologies, Sberbank

“The problem of the black box is the lack of understanding of
what is happening inside the neural network. Its “solutions” are
only the result of many mathematical operations, not meaningful
reasoning. Like our brain, the structure of which we do not fully
understand, the neural network and its features can be studied,
but any explanation from it (for example, as a language model) is
only a successful imitation of reasoning, supported by a “broad
communicating experience”.

Oleg Kipkaev,

Head of the Department for Supervision
of the Execution of Laws in the field of
Information Technology and Information
Protection of the Main Directorate for
Supervision of the Execution of Federal
Legislation

“When we solve the “black box problem” in artificial intelligence,
we will not only be able to make its work more transparent and
understandable, but also open a new era of mutual learning be-
tween man and machine. Decoding the internal processes of Al
will allow us to adopt non-trivial ways of solving problems from
it, and Al, in turn, will be able to adapt to human logic and eth-
ics. This may lead to the creation of hybrid systems where the
boundaries between human and machine intelligence will be-
come more blurred, opening the way to innovations that seem
unattainable today. Solving the problem of the “black box” will
become a catalyst for a qualitatively new level of technology and
society development.”
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Disclosure of information about interaction with Al to the user is desirable to ensure human
confidence in the operation of Al systems, but such a requirement should not be applied
universally: there are many situations where this may not be justified or is already clearly obvious.

Consider the scope of Al. It is recommended to conscientiously inform users about their interaction with AIS when
it affects human rights issues and critical areas of life and provide a possibility to end the interaction.

It is not recommended to allow the user to be clearly misled. So, you should not inform a user that he or she is
interacting with a real person if this statement is not true.

The disclosure of information must be explicit, clear and obvious to the user. Experts recommend disclosing
information to users, for example, in the user agreement, in the privacy policy, on the FAQ page, in reference materials
or in notifications when the product is first launched.

Sometimes informing users about the fact of interaction with Al is not necessary due to the circumstances
of use or it is already obvious. For example, Al is used in online maps and navigators. In such situations, the user
does not care who exactly he or she is interacting with, as long as the task is performed efficiently. In other cases, the
fact of interaction with Al may be obvious — for example, when interacting with a voice assistant from a smart speaker.

In some cases, disclosing the information that a person is interacting with Al may be undesirable. For example,
the emphasis on the use of Al in the production processes of companies will not affect the company's customers in any
way, but it may become the subject of attention of intruders. In other cases, Al systems may be used to provide urgent
services (for example, medical appointments). In these cases, a deliberate focus on the fact that Al interacts with the
user can lead to distrust on the part of users and a loss of potential benefits from the service.



It is important that a user has the technical ability to leave a request for information about interaction with
Al. This can be implemented through a special service or through an appeal sent through official communication
channels.

If the user requests to know whether they are interacting with Al, an honest answer should be given.
Programming AIS for a false answer can be considered unethical.

Researchers from Miskolc University in Hungary believe that Al systems may not yet be aware of cer-
tain principles of morality and integrity. Modern Al systems are already capable of interacting with
humans in such a way that for the most part they are indistinguishable from a real person. If a person does
not know that the ‘interlocutor’ is not a real person, but an Al system, they may become a victim of Al
properties that would be unacceptable for a real person for moral and ethical reasons“2.

It is typical for a person to expect that a specialist is responsible for his or her recommendations
and decisions. An Al system bears no such responsibility, since it is not a subject per se.

A report by the American consulting company Weil, Gotshal & Manges LLP says that the use of Al sys-
tems without disclosing information about their use can lead to a decrease in public confidence
in these technologies. If people begin to doubt the effectiveness and safety of technologies, this can
slow down their implementation and development“.

According to Robert Bateman, a Certified Information Privacy Professional (CIPP/E), bots are becoming
more popular and sophisticated, which can lead to confusion for users who expect to communicate
with a living person. Until recently, it was easy to understand that you were communicating with a bot:
the answers were instant, and their input boiled down to the phrase “Unfortunately, | can’t help you.”
Interactions were over in 3-4 minutes. However, technology companies have made significant advances
in the development of artificial intelligence, natural language processing and machine learning #4.

Some users may not want their requests to be executed using Al. For example, patients may worry
about sensitive confidential information about their health and only be willing to provide it to a person.
This situation is especially typical for psychological assistance, where personal contact with a person is
usually important to the client.
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Teacher Jill Watson spent about five months helping students at the Georgia Institute of Technology work on
program design projects. The nuance is that Jill is a robot, an Al system based on IBM Watson, but none of
the students, discussing their works with the teacher, suspected anything during all this time. And
some of the students were even going to call her an “outstanding teacher.”

“She was supposed to remind us of the deadline dates and use questions to warm up discussions about the work.
It was like an ordinary conversation with an ordinary person,” university student Jennifer Gavin told“®.
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The California Law on the Disclosure of Information about Bots (California Code of Business and Professions,
§ 17940) states that a business that uses an automated system to communicate with consumers shall disclose to the
consumer that they are communicating with an automated system.(b) The disclosure shall be made in a clear and
conspicuous manner prior to the consumer engaging with the automated system“.

The European Al Act, which entered into force on August 1, 2024, classifies Al-based chatbots as low-risk systems.
The functioning of such systems must necessarily be accompanied by notification to its users that they are interacting
with Al. Moreover, the law requires labeling content created by generative chatbots as such“°.

In Russia, Article 10.2-2. Federal Law No. 149 “On Information, Information Technologies and Information
Protection” establishes the specifics of providing information using recommendation technologies. The procedure
for the use of recommendation services includes informing users and publishing rules for the use of recommendation
technologies on an information resource°.

One of the fundamental principles and tools for self-regulation, in the Russian Code of Ethics of Al is the identification
of Al in communication with a person — it is recommended to conscientiously inform users about their interaction with
AIS.



According to the Sberbank study ‘Trust in generative artificial intelligence’ conducted in 2024:

The degree of disclosure required to ensure transparency varies depending on the scope of Al application.
According to statistical research, users trust artificial intelligence technologies least of all for the following tasks:

(O only 35% of respondents would entrust the improvement of mental and physical health to Al,

(O 39% — patriotic education of youth,

(O 44% — media coverage of events.

It is in those areas where users have the least confidence in technology, user

awareness should be an integral part of the ethical use of Al. o
In other areas, for example, in customer service, statistics shows a high level 6 2 /o
of public confidence in the technology used.

() 62% of respondents trust the work of generative Al chat- Res pond ents
bots.
trust Al chatbots.

In such cases, usually the decision to disclose information about the use of
Al depends on the specific goals and context.



What do the experts think?

Konstantin Vorontsov,

Professor of the Department of Intelligent
Systems at MIPT, Professor of the Russian
Academy of Sciences

“A chatbot is obliged to warn at the beginning of a conversation
not only that it is a machine, but also that it has no emotions,
desires, intentions, and its only function is to provide an infor-
mation service within the framework stipulated by law and the
rules of the service.”

Vladislav Arkhipov,

Professor, Head of the Legal Group of
the Center for Al and Data Science of
St. Petersburg State University

“In my opinion, people should know that they interact with Al in
cases where such interaction affects their rights and legitimate
interests. There are more cases like this than it might seem - these
may be types of interaction in which a serious legally significant
issue is being resolved (for example, hiring), and much less sig-
nificant ones (for example, interaction with a 'robot' as part of an
advertising campaign), however, in the latter case, at least the
right to human dignity reinterpreted in the digital age.”
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Valentin Makarov,
President of the RUSSOFT Association

“Yes, people should know that they are communicating with Al.
The process of building Al logic is different from how a person
thinks, so a person should know what they are dealing with.
Otherwise, a person's expectations from communicating with
an interlocutor may be false and lead to inadequate decisions
and actions.”

Denis Ozornin,
‘Alice’ Product Director

“Al technologies are constantly improving, but they can still make
mistakes. At the same time, the answers created by Al are be-
coming increasingly difficult to distinguish from the answers of a
real person. Informing helps to avoid misleading users when they
doubt whether they are interacting with a human or with Al, and
also helps to evaluate the content generated by technology more
critically. For our part, we inform users about their interaction
with Al in various ways. When communicating with Alice in a chat,
the assistant warns at the bottom of the interface that mistakes
could be made. When a user communicates with Alice by voice,
she will warn that she generates answers using a neural network
if asked about it.”



No, the introduction of Al will not lead to mass unemployment. It is more correct to discuss about
the changing the structure of the labor market than it is to talk about job losses. In the long term,
adaptation and retraining will help improve working conditions. The labor market will become more
flexible and resilient to crises.

Assess possible risks and develop measures to mitigate them. Before releasing an Al system to the public, it is
recommended to analyze the risks to the labor market and develop strategies to mitigate them (for example, measures
for adaptation and retraining of employees).

Promote the the development of relevant skills. Development companies can help the state develop citizens'
digital skills. For example, to organize educational programs, cooperate with organizations engaged in professional
retraining, as well as publish educational articles and other materials.

Create new jobs. The massive adoption of Al technologies will inevitably lead to the emergence of new products or
services that require qualified personnel with skills in machine learning and data analysis.

Master digital skills. In today's world, it is important to be prepared for the fact that some professions may disap-
pear or change under the influence of Al technologies. Therefore, it is recommended to think now about what skills
will be in demand in the future and start mastering them. For example, programming languages, fundamentals of
data analytics, etc.

Be flexible and take advantage of new opportunities. Instead of being afraid of Al, use it as a tool to increase
productivity and efficiency. Moreover, the mass introduction of Al will lead to the creation of new professions and,
consequently, jobs. Follow trends in Al and look for new opportunities to develop your career.



39

Professional retraining programs and comprehensive social protection systems should be launched. This will
help overcome the short-term negative effects of Al on the employment of the most vulnerable categories of workers,
as well as make the transition to Al more inclusive and limit social inequality.

It is recommended to prioritize the development of digital skills in certain areas. For example, in industries
such as healthcare, finance and education, it is possible to benefit directly from the introduction of Al technologies by
improving decision-making and creating new opportunities.

Invest in the development of relevant industries. At a national level, in order to prepare for the integration of Al
into society and enterprises, it is recommended to invest in digital infrastructure and the training of a skilled workforce
with digital technologies.

The International Labour Organization (ILO) distinguishes two types of Al applications in the
workplace: automation of employees routine tasks and automation of an employer’s managerial func-
tions (for example, when hiring employees or when training them). Whether such an introduction of Al
will lead to job losses or, conversely, to an increase in their number depends on how the technology is
integrated into work processes, and on the desire of management to retain people to control the auto-
mated execution of these tasks>'.

Al will create new jobs. For example, such professions as machine learning engineers (ML engineers),
data scientists, natural language processing engineers (NLP engineers), Al trainers, and Al ethics spe-
cialists are already emerging.

Nevertheless, some jobs will indeed be displaced by Al. According to a study conducted by McKinsey,
the proportion of professions involving routine work or requiring a low level of digital skill (for example,
packaging products, driving a vehicle) may decrease from 40% in relation to total employment by 20302,

Scientists at Stanford remind us that the development of technology has always led to a change in
the structure of the economy, which in turn influenced the labor market — this is a historical pattern®.

According to a study conducted by the International Monetary Fund, Al can help less experienced
workers move up the career ladder faster. Employees who can effectively use Al technologies will
see not only an increase in their productivity and skills, but also wages.



According to the results of a survey commissioned by VTB in the spring of 2024, these are the professions
that Russians are most concerned will be replaced by Al: Almost 40% of Russians fear that artificial
intelligence will replace them at work, most of these people work in banks and finance. Concerns are also
expressed by IT specialists (45%), trade and catering (44%), employees of the transport sector (39%), health-
care (38%), industry (37%), education (34%) and construction (31%)>4.

The International Labour Organization (ILO) has created an independent Initiative on the disclosure of
information about work with artificial intelligence (AILDI). This structure advocates the disclosure of
information about the use of Al at work to comply with the principle of transparency and other ethical prin-
ciples for the use of Al. ALIDII is also exploring how the integration of machine learning practices can help
improve the situation of employees *°.

According to a study by the International Monetary Fund in advanced economies, about 60% of jobs may be affected
by Al, with half benefiting from Al integration and the other half possibly seeing a decrease in demand®®.

In developing and least developed countries, the impact of Al can affect 40% and 26% of jobs. A lack of infrastructure
will exacerbate inequality between countries.

The areas of employment most exposed to Al include management personnel, office workers, technical workers, and
some professional categories such as illustrators and copywriters. Areas of employment associated with physical labor,
crafts, and agriculture are the least susceptible to Al. At the same time, the skills of using Al are most complementary
to the competitiveness of office workers and service sector employees.

Al tools can free up time and resources for sectors such as agriculture, health and education. This, in turn, can reorient
the labor market in favor of socially and economically vulnerable segments of the population, offsetting the problems
associated with temporary job losses.

A UNESCO study found that Al can have an impact on 80% of the U.S. workforce, affecting about 10% of their
work tasks. These tools can be used to automate tasks traditionally associated with human functions, including
reasoning, writing texts, creating graphs, and analyzing data®".

Chinese researchers concluded that the consequences of the introduction of Al, robotization and automation
of production in China brought more benefits than harm to the labor market in the country, as it increased the
competitiveness of workers and provided candidates with the opportunity to choose from a larger number of types of
work %8,
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The IMF notes that over the past 200 years, forecasts of a reduction in the number of jobs in the future have
mostly turned out to be false, since new professions and specialties appeared at the same time that other jobs
disappeared. At first, agricultural automation replaced millions of workers in this field, while the industrial revolution
created jobs in factories. Then industrial revolution displaced many workers from factories, but at the same time gave
an impetus to the development of the labor market in the service sector.

Throughout these revolutions and reformations, the number of jobs created turned out to be more than those that
disappeared. Today, there is a a record number of people in employment registered all over the world and in almost
every country®°,

Number of people employed in billions
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The number of employed citizens worldwide
for the period from 1991 to 2023

Source: IMF*®



What do the experts think?

Oleg Buklemishev,

Director of the Center for Economic Policy
Research, Faculty of Economics, Moscow
State University

“Professions are constantly disappearing due to automation and
digitalization, and it is quite possible that at this stage it's the ser-
vices that are under maximum threat, and not industry, as before.
We are already seeing the displacement of call center operators,
various kinds of consultants, supervisors and others who are clearly
threatened by artificial intelligence.”

Artyom Bondar,
Head of Natural Language Processing,
T-Bank Al Center

“In my opinion, the mass introduction of Al not only does not
contribute to job losses, but, on the contrary, creates new op-
portunities for specialists. A good example is the situation in
copywriting. At the first stages of the introduction of generative
technologies, it seemed that they posed a real threat to specialists
whose professions are related to content creation. However, over
time, we saw that Al has become a co-pilot for them - creative
tasks remain the prerogative of competent employees, while rou-
tine work can be delegated to technology. Moreover, artificial
intelligence requires constant training on large amounts of data.
The solution to this problem is creating a new profession - an Al
trainer. The largest Russian companies, including T-Bank, are ac-
tively hiring such specialists, which confirms the growing demand
for professionals in content creation and processing in connection
with the mass deployment of Al.”

Andrey Belevtsev,

Senior Vice President,

Head of the Technological
Development Unit of Sberbank

“The introduction of each new breakthrough technology with
great prospects for application in various fields is accompanied
by similar concern. But here you need to realize that people are
afraid of the unknown. To avoid such an effect, it is necessary to
strengthen informing people about how technology works and
what practical value it can bring to them. As for the potential
loss of jobs, | think that in the future, areas of activity that do not
require deep competencies from employees may be under attack.
But this situation can and should be looked at from the other
side — how generative Al can make human work more efficient,
reduce the volume of routine tasks®.”

Yakov Sergienko,
Partner, Head of Yakov & Partners

“Al opens up great opportunities for transforming the labor mar-
ket. On the one hand, by increasing productivity, it will contribute
to the fight against the shortage of employees in a number of
industries, on the other hand, it is already creating new highly
paid professions related to the development and implementation
of technologies. Thoughtful retraining programs will be the key
to exploiting these opportunities, and companies that invest in
Al and staff training to work with it will be able to reach a new
level faster.”
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The right to challenge a decision made using Al is considered one of the fundamental concepts
in the ethical use of Al, but it is not universal for all applications of Al.

It is recommended to create tools to challenge the decisions. In areas where this is necessary, there should be
developed mechanisms that will allow users to challenge decisions made by Al. For example, the selection of recom-
mended content by Al or the creation of a route by an Al navigator may not always be accurate, but such decisions do
not have a significant impact on the user’s life.

Consider the area of implementation of Al technologies. The challenge mechanism may be unnecessary in situ-
ations where the decision made by the Al does not have serious consequences. For example, the work of recommen-
dation services. The selection of recommended content may not always be accurate, but it does not have a significant
impact on the user’s life.

We should strive to ensure that any decisions made by Al are transparent and understandable to humans.
This will allow users to better understand why a particular decision was made and, if necessary, challenge it.

Take into account the legislative provisions. In any area where the Al system performs legally significant actions or
makes decisions that directly affect the quality and conditions of human life, it is necessary to focus on the legislative
provisions. As a rule, the regulatory legal acts of the State already provide for a procedure for challenging such decisions.

Al solutions, along with human-made decisions, are the subject of internal regulation in each company. In
most cases, the use of Al is regulated not only by legislation, but also by local regulations.



Contact the support service. User support specialists can help you understand the details of the algorithm and the
reasons for the decision, as well as explain the procedure for challenging it, if possible.

If the support service could not provide a satisfactory explanation or solution, contact the higher author-
ities. For example, to arbitration authorities or to special ethics commissions in companies.

Al technologies should contribute to the realization of human rights and freedoms. Such rights
include the right to challenge a decision that affects a person’s life in one way or another.

Developers do not always have the opportunity to provide a mechanism for challenging deci-
sions. For example, in the case of forecasting traffic jams. Al systems take into account many factors,
including the current situation on the road, weather conditions and time of day. Due to the complexity
of the algorithms and the large amount of data being processed, it may be difficult for developers to
provide a mechanism to challenge such decisions.

One of the principles of Al ethics is comprehensive human supervision of Al systems. It includes
the possibility of a person canceling significant decisions.

According to Harvard Business Review researchers, in some situations, the algorithms on which
Al is based are not able to see the full picture. And, accordingly, they cannot offer a well-founded
decision. Such situations include those where Al would be required to adopt human qualities, such as
empathy, and be guided by ethical and moral principles in order to make a grounded decision®'.

In some cases, Al decisions are advisory in nature and do not have a direct impact on human
life. This reduces the need for a mechanism to challenge them, and its implementation would complicate
the efficiency and effectiveness of the system.

According to a study conducted by Debevoise Data Strategy & Security Group, a requirement by users
for a review by a human of every Al decision they disagree with can unduly hold back the in-
novation. Instead, the law should require Al developers and users to evaluate and implement a dispute
resolution system between humans and companies presenting Al-based solutions that most effectively
reveals the value of Al, while reducing the risks of both human and machine errors®2.
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There are many cases in which a human review of the decision made by Al was desirable.

Amazon created an artificial intelligence-based model that was supposed to help select the CV’s of the
most qualified candidates. However, this model was trained on data collected over a 10-year period, during
which the vast majority of candidates were men. The model gave priority to men’s resumes, thereby
underestimating in the evaluation of women’s resumes. After many attempts to make the program
gender-neutral, Amazon gave up by disabling this tool .

COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) is an American system for
predicting recidivism in criminal justice. In 2016, a study of this algorithm was conducted, which showed that
COMPAS is prone to bias and discrimination based on race. After analyzing more than 10,000 criminal
cases, the researchers found that the probability of recidivism was correctly predicted only in 61% of cases,
and for violent crimes — in only 20% of cases. At the same time, black defendants were more often identified
as possible repeat offenders, despite other positive factorses.

In such situations, users should be able to contact the developer for more information about the reasons for the decision,
as well as the opportunity to challenge such a decision if they disagree with it.

According to a study on the attitude of people to the introduction of Al, conducted in the UK by The Alan Turing Institute,
the right to challenge Al’s decision was named the second most important factor for public confidence in Al .

59% of UK residents surveyed said they would like to have clear procedures for a human to appeal a decision made by Al.

A deeper study of people’s ideas about Al shows that the British public not only welcomes the possibility to challenge the
decision made by Al, but is also concerned about other things related to this issue. For example, 47% of respondents are
concerned that it is difficult to determine who is responsible for mistakes when using this technology.

Answering the question about who should be responsible for ensuring the safe use of Al, people most often choose an
independent regulatory body — with 41% in favor of this.



The study provided statistics on the following question.

Increasing people’s comfort with the use of Al.
‘Which of the following, if any, would make you more comfortable
with Al technologies being used?’

Laws and regulations 62%
Procedures for appealing decisions 59%

Security of personal information

Explanations on how Al decisions are made

Monitoring to check discrimination

More human involvement

Government regulator approval

Don’t know/Prefer not to say

Nothing

Something else

None of these

Source: Alan Turing Institute ®°

The points of view of international organizations:

UNESCO’s recommendations on the ethical aspects of Al ¢ reinforce the importance of the existence of appropriate
mechanisms to ensure transparency of online communications. Moreover, users should be provided with appeal
mechanisms that allow them to seek compensation in the event of violations of their fundamental rights and freedoms
by Al.

The ‘Automated decision-making best practice guide’?, published by the Commonwealth Ombudsman in 2019,
pays special attention to the policy for the justification of decisions. Such a policy will help to inform the public and
identify the person responsible. In most cases, this information is sufficient for the user to form an opinion about the
decision and, in case of disagreement, effectively challenge it.



lawyer, founder of the “Clientprav” service

“Human decisions are inevitably subject to challenge, and for
the same reason it should also be possible to challenge decisions
made by artificial intelligence (Al). After all, Al is a product of
human activity, and mistakes are a natural part of human nature.
However, it must be recognized that the introduction of processes
to challenge Al decisions can slow down regulated processes and
increase the load on the system. Despite this, there should be no
exceptions in assessing the significance of Al decisions. Ignoring
this aspect may lead to the fact that through the open Overton
window we risk losing our will to independently resolve critical
issues.”

Chief Researcher at the Institute of State
and Law of the Russian Academy of
Sciences, Head of the Preserved Culture
project

“At the present stage, any legally significant decisions using Al
require challenge. The challenge should be carried out by refer-
ring a person only to a person with the possibility of revealing
the logic of Al decision-making, which means complete logging
of Al functioning. At the same time, the owner of the information
system where Al technologies are used must be legally responsible
for each Al decision. It is important to understand that a person
in these circumstances is a weak side in front of Al and the owner
of the system and he should have an expanded range of rights,
including the human right to refuse to use AlL.”
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President of ALRIA (Association of
Artificial Intelligence Laboratories)

“A person should always have the right to challenge a decision
made by artificial intelligence. Despite the power and precision
of Al, its solutions are still based on algorithms and data that
may be incomplete or erroneous. This is especially important in
matters affecting human rights, health or well-being. Transpar-
ency and the ability to appeal Al decisions is not only a matter
of trust, but also ethics. A person should remain a central figure
in the decision-making process, especially where people's lives
and destinies depend on it. Artificial intelligence is a tool, but the
responsibility should always lie with the person.”

COO of the Human-Centered Al Center,
Sberbank, Chairman of the Ethics
Commission in the field of Al

“Universal application of Al is impossible. Challenging decisions
made with the help of Al seems important in cases where the
decisions are legally significant. When developing the Russian
Concept of regulating Al technologies, experts agreed that chal-
lenging such decisions is necessary, but there is no need to go to
the extreme of creating an opportunity to challenge any decision
made with Al, even if it did not have legally significant conse-
quences.”



The problem of Al bias is caused solely by the data used for training and therefore requires an
integrated approach that includes ensuring data diversity and testing models — this way fair and
ethical Al systems can be created.

It is important to use datasets with to most complete sets of information possible to train the model. Such
data sets, which present diverse and representative data, can solve the problem of bias in the first place.

To reduce the probability of a response from a model demonstrating a biased point of view, the model
should be trained to respond as objectively, neutrally and uncategorically as possible. To do this, you can
involve professional Al trainers — specialists who are able to assess the quality of the response and offer neutral or
more appropriate formulations of the answers.

It is important to audit and evaluate Al models for bias to ensure that they do not discriminate against certain
groups of people. Various methods can be used for this, such as sensitivity analysis, scenario-based testing, etc.

A disclaimer should be added to the content provided by the model if it is impossible to provide a complete
guarantee that there is no stereotype in the response. A good answer contains a refutation of prejudice and does
not support discrimination. It is also important that the disclaimer be clear and understandable, and also comply with
legislation and ethical standards.

It is recommended to take into account the context of the user request. The user can pose various tasks to
the the Al, some of which do not imply an objective answer. For example: “Come up with 3 aggressive greetings” or
“What was the funniest movie in 2021?”. In such cases, it is necessary to understand whether it is worth answering such
a question or task at all? If the answer is yes, then the answer can indicate that it will not be objective. If the model
cannot respond to the user’s request for ethical reasons, then it is necessary to indicate the reason for the refusal as
politely as possible.



49

According to a McKinsey study®®, the source data, rather than the algorithm itself, is most often the main
source of the bias problem. Models can be trained on data containing human decisions, or on data that reflects the
consequences of social or historical inequalities. For example, the use of news articles for education may demonstrate
gender stereotypes that exist in society.

With a insufficient amount of training information, the Al will generate one-sided and limited responses.
But the larger the data set for training, the more versatile information it contains, the more in-depth, accurate and
objective the Al's answers will be.

In 2024, UNESCO published the report “Challenging systematic prejudices: an investigation into bias against
women and girls in large language models” ®. The organization identified 3 categories of causes of bias in Al
algorithms:
Distortions in data.
— Measurement error: this occurs when selecting or collecting characteristics (for example, an algorithm pre-
dicting age based on height).
— Misrepresentation: When training datasets inadequately represent all groups, resulting in poor abstraction.
Errors when choosing the algorithm.
— Aggregation error: using a single model for all tasks that does not take into account the diversity of data.
— Learning bias: Occurs when the choice of a learning model or procedure reinforces differences.
Errors during implementation.

— These arise when Al systems are used in conditions differing from those in which they were developed, leading
to unacceptable results.

Experts from the London-based company DeepMind suggested using the “counterfactual fairness” method
to safeguard against the influence of human prejudice. In order to formulate a fair and unbiased judgment about a
citizen, Al forms a hypothetical situation in which a given citizen has opposite characteristics: a woman turns into
a man, a poor man turns into a rich man, a person of color turns into a white person, etc. Thus, the true charac-
teristics of that person does not affect the assessment of their actions. The judgment is formed in a hypothetical
situation. Such a judgment is considered to be free from prejudice, and therefore fair.



Researchers from MIT and Microsoft have found that facial analysis technologies have a higher error rate for
black people, and especially for black women, largely due to unrepresentative learning data”.

General results of the study:
All algorithms showed better results when analyzing male than female individuals (the difference in error
rate is 8.1% — 20.6%).

The algorithms work better on lighter faces than on dark ones (the difference in error rate is 11.8% —
19.2%).

All algorithms struggle more with darker female faces (error rate is 20.8% — 34.7%).

In 2019, an audit of an algorithm designed to predict the amount of necessary medical care was conducted in the United
States. The study analyzed the medical records of nearly 50,000 patients, of whom 6,079 identified themselves as
black and 43,539 as white, and compared their algorithmic risk assessments with their actual medical histories. The
researchers found that black patients tended to receive lower risk scores. There was no preference for white
patients in the program code, and the algorithm worked correctly. The mistake arose from the original hypothesis of
the developers that equal medical care expenses indicate the same need for treatment, so the algorithm calculated
recommendations based on patients’ expenses for medical care in the past. However, a person’s spending on medical
services strongly depends on their income and social status. Thus, the algorithm consolidated the existing discrimination:
determining that patients who received less medical care in the past due to low income would be deprived of it in the
future.

The Eurasian Economic Union has adopted the technical regulation “On the safety of machinery and equipment”” and devel-
ops schemes to ensure that algorithmic decision systems do not demonstrate unjustified bias. For example, the Standard
for Consideration of Algorithmic Biases (IEEE p7003) is currently being developed and improved. This ethical standard
sets out rules on how to avoid unintended, unreasonable, and inappropriately differing results for users.

OpenAl claims to combat bias by examining how models work based on a wide range of data’. The ini-
tial stage is preliminary preparation, in which the model learns to predict the next word in a sentence based on a
large number of internet texts.

This is followed by the second stage, in which the models are ‘perfected’ based on a narrower data set, which is
carefully formed with the involvement of expert reviewers.

OpenAl also advises taking into account public opinion about settings and limitations.



What do the experts think?

Maxim Godzi,
Managing Partner of Retention Engineering

“Today, when artificial intelligence-based projects are growing
in leaps and bounds, ethical problems are becoming even more
acute. One of them is racism. Al can be biased and have different
biases. After all, it learns from data that reflects the current bias
of decisions that people make’.”

Sergey Markov,

Managing Director of the Experimental
Machine Learning Systems Department,
Sberbank PJSC

“The main tools to combat the bias of Al systems are improving
the culture of data preparation and testing of trained models.
When forming training samples, special attention should be paid
to achieving a balance of groups of precedents in datasets, ana-
lyzing possible artifacts when forming a sample (for example, the
tendency to an increased probability of getting into the sample
of individual cases — as in the comic survey about Internet access
conducted on the Internet), monitoring that all significant factors
fall into the training sample. Reasonable and systematic measures
can reduce risks to an acceptable level.”
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Maxim Karlyuk,
Programme Specialist, Social
and Human Sciences, UNESCO

“There is the so-called Conway’s law. It states that systems in
the broadest sense of the word, including computer programs or
phone applications, reflect the values of the people who develop
them. That is, the choice of actions or elements within the pro-
gram development process is dependent upon how the teams are
organized. Existing prejudices and other negative influences are
often ignored. And as a result, a small group of people working
together on some kind of program will eventually have a lot of
influence when the result of their work is used by society76.”

Aleksandr Vecherin,

Associate Professor, Department of
Psychology, Faculty of Social Sciences,
Higher School of Economics

“Al developers are able to successfully filter offensive and down-
right negative statements. Unfortunately, many negative stereo-
types do not contain the key features of such statements, which
creates great difficulties in filtering such content. To solve this
problem, it is required at the first stage to study existing biases
from a linguistic and psychological point of view, identify charac-
teristics associated with the most vivid emotional reactions of the
user and develop a system of criteria for evaluating statements.
These results can then be used to train models further.”



The legal responsibility of Al developers is almost always regulated by industry legislation where the
Al system is used — in this case, medical. If this issue is not resolved, the developer may be ethically
responsible if known errors have been hidden, measures have not been taken to correct failures, or
insufficient information has been provided about possible system risks. As a rule, the developer of
the AIS does not bear ethical responsibility for the consequences of using the system if the risks and
limitations have been explicitly and clearly communicated to medical professionals.

Use reliable sources of information to create high-quality datasets for machine learning.
Test and register the Al system to confirm its safety and effectiveness based on the evidence collected.

Ensure that Al systems are regularly updated to be aligned with new medical standards and research. This
will help minimize the risk of using outdated data and increase the relevance of the system in medical practice.

Develop Al systems with the possibility of explanation if it does not conflict with the quality of the solu-
tion. It is important that healthcare professionals can understand what data and logic the Al recommendations are
based on, which will increase trust and reduce the risk of errors.
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It is recommended to maintain a constant dialogue between developers and doctors about possible errors
and limitations of the system in order to minimize risks for patients.

Observe the principles of caution and reasonableness when making decisions using AIS. Evaluate potential
risks to understand when it is necessary to contact the developer for additional instructions.

Integrate Al as an auxiliary tool, not a substitute for human analysis. Al recommendations can be useful, but
should always be considered as an addition to the clinical opinion and experience of the doctor.

Check the data and recommendations proposed by the Al before using them in treatment. It is especially
important to do this in difficult cases or when there are doubts about the accuracy of the system's proposals in order
to avoid incorrect decisions.

According to a group of researchers from the UAE and Egypt, it is unfair to hold developers responsible, since
Al systems work autonomously, and not all errors can be foreseen or prevented at the development
stage. Manufacturers are responsible for defects that may be related to the design process or inappropriate
instructions only if there is a foreseeable risk of harm associated with the product”.

Using Al to provide medical care is not much different from using any other medical device.

Poor-quality operation of these devices outside the declared characteristics may be associated with
a malfunction that the attending physician could not have foreseen or detected.

According to a study by the American law firm Leeseberg Tuttle, currently the responsibility for harm to the
patient is still assigned to the medical professional who provided assistance, regardless of the tools
they used. Moreover, the study showed that the main cause is often human error.

According to a 2022 McKinsey study, generative Al technologies represent a significant new tool that can help un-
lock some of the untapped potential of the medical industry™. This is possible by automating tedious and error-prone
operational work, bringing long-term clinical data to the attention of a doctor in a matter of seconds, and modernizing the
infrastructure of healthcare systems. Joint investments in these areas can bring profits of $1 trillion to $1.5 trillion
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Potential profit for the healthcare sector due to the introduction of Al
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Source: McKinsey”

The European Union’s approach:

In 2014, the Commission for the Ethics of Research in Information Sciences and Technologies (CERNA) proposed several
recommendations on the ethical use of robots in medicine. They were published by the European Parliament°:

(O Researchers should seek and follow the opinions published by the current medical ethics committees.

() Researchers working on robotic systems should strive to maintain the autonomy and control of the people
for whom the technology is applied.

() Researchers must ensure that all actions by robotic systems remain reversible.

The approach of the Russian Federation:

A medical worker does not bear personal civil liability for medical care provided due to the provisions of Article 1068 of
the Civil Code of the Russian Federation on the responsibility of a legal entity as an employer for the actions of employees.

According to Art. 1096 of the Civil Code of the Russian Federation, damage caused as a result of deficiencies in the service
is subject to compensation by the person who provided the service. Thus, in a situation where medical Al equipment met
all the requirements of certification and standards of medical care, harm requirements are imposed on a medical institution
(as a person who uses certain equipment).
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A study by French companies MACSF and WITHINGS shows that among 1,037 doctors that are MACSF members, 43% of
those working with connected devices for diagnosis used them often, 30% always, 27% used them for remote tracking, and
25% used them for primary or secondary prevention?®',

In addition, more than a third of doctors are still cautious about the applicable liability regime if the treatment
they recommended led to deterioration in a patient’s health.

In 2017, a dental robot developed by Chinese specialists operated on a patient for the first time
without the participation of doctors. The robot successfully implanted two teeth previously printed on a
3D printer. According to the results of the operation, it was found that the implants were set with an error of
0.2-0.3 mm, which is acceptable according to medical standards. It was clarified that the decision to create
a robot was made against the background of a shortage of qualified dentists in Chinas2.

Currently, neuroimaging tools require MRI scans with several requirements, including resolution and contrast
for accurate 3D analysis. However, most MRI scanners around the world do not meet the required criteria.
Therefore, researchers at Harvard Medical School have developed the SynthSR Al system for converting
low-resolution MRI images. Such an improvement in image quality could revolutionize their use in critical
conditions or in places with limited medical capabilities where there is no MRT1 equipment 3,

Researchers from the Breast Cancer Now unit at King’s College London have created an Al model to predict
the likelihood of breast cancer spreading in patients with triple negative breast cancer. The Al model, a
deep learning platform called smuLymphNet, is used to analyze images of lymph nodes in cancer patients,
comparing them with patient records and determining whether cancer has spread?:.



Deputy Director on Science and Technology
of National Medical Research Center for
Therapy and Preventive Medicine, Moscow,
Russia

“In the doctor Al link up, the role of Al currently usually consists of
supporting medical decision-making, or at most it is used when a
second opinion is needed. At the same time, the admission of Al to
perform such functions in practical medicine is strictly regulated.
Al services that are directly involved in the process of providing
medical care are subject to mandatory state registration according
to the rules applicable to medical devices. It is at this level that
the delineation of the spheres of responsibility for the admission of
Al services into clinical practice takes place. The responsibility for
making a decision on a particular patient remains entirely with the
doctor, regardless of whether they took into account the ‘opinion’
of the Al assistant or not.”

General Director of the Moscow Center for
Innovative Technologies in Healthcare

“Despite the limitless potential of using neural networks, it is
impossible to completely replace specialists, because decision-
making is a human responsibility. And no computer or system can
be assessed as subjects of legal and ethical assessment of actions,
as well as their consequences?®.”

Deputy Director for Project Activities of
the ‘National Medical Knowledge Base’
association

“The question being asked requires clarification of what type of
harm and in what way, due to the use of Al, it can be caused. For
example, let’s assume that the radiation dose of a CT has be-
come regulated by Al, in which case the developer is undoubtedly
responsible for safety — not just the Al, but the entire medical
product is legally responsible. And, by the way, the presence of
Al here does not change anything in comparison with current
practice. The issue here is legal, rather than ethical.

Another polar hypothetical case could be where the Al interpreted
a patient’s lab results in such a way that it caused psychological
trauma. This is really an ethical issue, but a similar situation can
typically occur without Al - namely the deterioration in a person’s
physical or emotional state, unintentionally provoked by a medical
professional. Who’s in charge here? Apparently, the developer,
because Al is not a subject, but becomes a co-participant in the
process, invading relationships that previously remained only in
the ‘doctor-patient’ circle.”



57

In order to delegate Al decisions, it is always necessary to take into account the requirements of
legislation and the positions of judicial authorities on this issue (if any). If the law allows such a
possibility, from an ethical point of view, Al can delegate independent consideration of a small
category of cases, where it is not necessary to take into account the subjective (psychological) side
of the behavior of the participants in the process and assess their personality. In other cases, the
role of Al may be reduced to the role of an assistant to the judge used for selecting and analyzing
information.

First of all, evaluate in which cases the law allows the use of Al and how.

Ensure human control over the use of Al systems in the judiciary. Solutions proposed by Al should be reviewed
and approved by a judge or another responsible specialist in order to eliminate the automation of critical errors and
maintain human control over the process.

Only specialized closed Al models trained on verified data should be used. The use of publicly available models
trained on open data from the internet is unacceptable, as this can lead to erroneous conclusions and undermine
confidence in the judicial process.

The Al model and the data for its training must be verified by the professional community and the state.
This will help ensure that the model uses relevant and reliable legal positions that comply with legislation and judicial
practice.

When changes in judicial practice occur, the model should be updated in a timely manner. Regular additional
training on new legal norms and positions will ensure the relevance of the Al model and its adequate application.

Program the models so that they can report a lack of data to make a decision. The model should be able to
inform users if there is not enough data for an informed conclusion, to avoid making incorrect decisions.



At any stage of the application of Al in the judiciary, participants in the process should have the right to
challenge the results of Al if it affects them personally. The ability to review decisions made with the help of Al
provides an additional level of protection for the rights of participants and makes it possible to eliminate mistakes.

Addressing the issue of public confidence in the systems used requires transparency. Disclosing information
about the model used and providing access to its findings to participants helps to build trust and understanding of
the work of Al in court cases.

Most of the recommendations above are generally applicable to address the issue of the ethics of delegating
Al decision-making.

When resolving a case, the judge takes into account moral aspects (for example, humanity, pro-
portionality) and subjective factors of the situation (reasonableness, conscientiousness), which is in the
emotional sphere of a person and which Al cannot cope with.

Al can make independent decisions on court cases in which the psychological aspects of the
behavior of the parties are not studied, and the decision is made without oral proceedings based
on written evidence — as well as indisputable (court orders) and minor civil cases (small claims up to a
certain amount).

According to a study published by the International Journal of Judicial Administration, the algorithm’s
solutions cannot be used independently as a prescription. Thus, Al cannot be allowed to resolve
issues of the defendant’s guilt in criminal proceedings, since they are related to the assessment of the
subjective side of the defendant’s behavior?®s.

Researchers at Lexis Nexis, an international information services company, believe that Al offers the
shortest pathway to optimizing the process of analyzing court cases. For other categories of
cases, Al assistance with the selection and analysis of case information, the preparation of a case review
forecast (predicative report) and the text of the judicial act can be very significant, but the decision is
made by a human judge?.

In December 2018, the first international act specifically dedicated to the use of Al in justice appeared — the European
Ethical Charter on the Use of Al in Judicial Systems, approved by the The European Commission for the Efficiency
of Justice. The Charter emphasizes the need to fully guarantee respect for human rights, the principle of equality of the
parties, the presumption of innocence, transparency and non-discrimination in the use of Al technologies in the judicial
system®8,
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Guidelines on the ethical use of Al in judicial proceedings are also being adopted at a national level. For example, in
July 2024, a Guide on the use of generative Al for judges and judicial officials was developed in Hong Kong®.
As a result, judges and judicial service personnel can intelligently and responsibly use generative Al in the course of
their work, where appropriate. However, it is prohibited to delegate judicial functions to Al — all court decisions must
be made exclusively by judges.

In December 2023, a Guide for all judicial office holders in courts and tribunals®° was also published in England.
According to the Guide, Al can be useful for summarizing large amounts of information or performing administrative
tasks, but Al is not recommended for conducting legal research due to the risk of “hallucinations” and factual errors.

In 2021, the Supreme Court of the People’s Republic of China ordered judges to consult with Al
when making decisions. The Smart Court system, launched in 2015, automatically scans court cases for
references, recommends laws and regulations, develops legal documents and corrects alleged human errors,
if any, when delivering a verdict?'.

At the initiative of the French Ministry of Justice, two appeal courts agreed in the spring of 2017 to test
the Predictive justice software for appeals. This Al tool, based on the analysis of civil cases of all French
courts of appeal, offered a decision to judges, which was supposed to promote the principle of equality of
citizens before the law®2.

The Russian judicial system has also begun testing Al. A pilot project has been launched in the Belgorod
region: magistrates at three judicial districts have engaged Al to prepare court orders to collect taxes from
citizens for property, transport and land. Al tools should help judges prepare documents, including creating
a case file in the internal court system®3,

Judge Juan Manuel Padilla in Colombia considered a case on covering the costs for treatment and transpor-
tation for a child with an autism spectrum disorder. It was necessary to find out whether all expenses should
be covered by insurance, since the child’s parents could not afford them. The judge asked ChatGPT whether
the child’s family should be exempt from payment for treatment. The neural network replied that according
to Colombian law, people with autistic disorder are exempted from paying for therapy. The court’s decision
was the same as the chatbot’s response. At the same time, the judge said during an interview that he made
the final decision independently and used precedents from previous rulings to do so. Consulting with a
neural network helped speed up the process?.



The principle of respect for human rights, by virtue of which the use of Al should not detract from the adversarial

nature of the process and the right to a fair trial.

The principle of quality and safety, which involves the use of certified software evaluated by both technical spe-

cialists and lawyers.

The principle of human control, according to which the judge and the parties to a dispute should be able to disagree

with the decision proposed by Al and challenge it.

The principle of non-discrimination, which includes a ban on the use of data that may lead to bias against certain

groups of people.

The principle of transparency, by virtue of which all the features of the technologies used should be brought to the
attention of citizens in an accessible form using understandable language.

Chairman of the Council of Judges of Russia

“Artificial intelligence cannot become a guarantor of the protec-
tion of human rights and freedoms and ensure fair and humane
justice. Therefore, its application is possible only in a limited form,
with clearly defined limits and rules. The interaction of judges
and court staff with artificial intelligence technology should lead
to synergy, while maintaining the dominant human role in the
partnership. As information technologies develop, their scope
of application expands from technical and routine functions to
solving more complex tasks, and information systems become
an environment for the implementation of procedural actions.”

Vice President of the Federal Chamber of
Lawyers of the Russian Federation

“The use of Al in justice depends on the area in which the dispute
is being considered. A judge may categorically not be replaced in
criminal proceedings. Because we judge a person, their act, their
subjective side. So, allowing a machine to make judgments about
human action means losing the species competition. As for the
administrative-legal and civil-legal spectrum, there are already
cases of writ and simplified proceedings, where Al not only can,
but must replace judges. Here, Al will work to strictly apply reg-
ulations in specific conditions.”



Anatoly Vyborny,
Deputy Chairman of the Committee on
Security and Corruption Control

“Artificial intelligence can be painlessly entrusted with all tax dis-
putes, as well as challenging government decisions — for example,
decisions by road traffic control investigators. | emphasize that we
are talking about small amounts and simple disputes — that is,
in this case we are talking about tax disputes and administrative
penalties for violations of traffic rules®6.”
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Andrey Neznamov,

COO of the Human-Centered Al Center,
Sberbank, Chairman of the Ethics
Commission in the field of Al

“It is important that Al helps to free up courts by performing
automatic, routine tasks, and those in which the use of Al would
reduce the number of errors. However, all this must strictly com-
ply with the procedural rules of a particular country. Therefore, it
is important for us that regulators gradually create a procedural
framework for the implementation of Al®".”



The main ethical issue is not the application of Al, but rather the application of the social rating
itself — and this issue is extremely debatable. Nevertheless, research shows that the ethical
prerequisites for the application of the social rating system are preliminary discussion with the public
and transparency of the application of the rating system.

Before implementing a social rating system, conduct a multi-stage public discussion with the participation
of experts, human rights defenders and representatives of various social groups. Spreading a social rating that affects
all spheres of life without universal discussion and agreement can be considered unethical.

It is important to develop an ethical and legal framework for regulating the social rating system. On this basis,
create institutions of public control — so the potential of new technologies can be realized without compromising
fundamental human rights.

It is important to ensure the transparency of the social rating system. Users need to provide information in
an understandable form about which of their data can be used and which data can be considered publicly available, as
well as the impact of this information on the rating.

The possibility of appeal is important. Everyone should be able to find out their rating, as well as challenge its
correctness or consequences, if necessary, in order to prevent unfair sanctions or mistakes.

It is necessary to create a data protection system that will guarantee the confidentiality and security of
personal information. The data used must be protected from unauthorized access to prevent abuse and leaks.

It is advisable to regularly audit and evaluate the social rating system. It is important to ensure that the system
remains fair and does not infringe on the rights of individual groups of the population. Regular independent checks
will help identify possible risks and shortcomings in the rating.
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Scientists at the Middle East Technical University of Turkey claim that the social rating system pursues
legitimate and socially-useful goals. Data should be collected and analyzed from various sources in
order to create a secure and so-called trust-based society®e.

Researchers at Vladimir State University emphasize that the use of social rating without proper le-
gal regulation can violate the privacy of citizens. From the point of view of protecting the right to
privacy, it is important that various kinds of personal information are used as sources for social rating®°.

A group of researchers from Israel and Japan believe that the greatest risks are associated with
opacity of the social rating system. It is not always clear which factors and how much they influence
a person’s score. As a result, certain forms of control can have a real impact on people’s lives due to the
‘prejudices’ that have developed in the system, as well as the errors within it™°,

Social rating carries risks of collision of different societies and a loss of personal freedom. The
social environment is represented by a variety of societies: traditional, conservative, religious, technocratic,
avant-garde, often with opposing values and beliefs, which requires an approach of ‘ethics of discourse’.

is a system for monitoring the social activities of citizens, which is evaluated according
to several parameters. Based on the assessment, which is a rating score calculated using special algorithms for
digital processing of a set of certain data, a range of opportunities and services that a particular citizen can use
is formed. Depending on the number of criteria approved by the system, the rating score is set: the higher the
score, the more privileges and opportunities a citizen has, and fewer restrictions™'.

The European Union Regulation on Artificial Intelligence prohibits the use of social rating systems™2. According
to EU legislators, Al systems that provide social assessment of individuals by public or private entities may violate the right
to dignity and non-discrimination, as well as the values of equality and justice. The social assessment obtained with the
help of such Al systems can lead to negative consequences that are disproportionate to the severity of human behavior.

UNESCO’s Recommendations on the ethical aspects of Al enshrine the principle of human final decision-making
in cases where it is assumed that decisions have irreversible consequences or those that are difficult to reverse, or when the
decisions may relate to issues of life and death. In particular, artificial intelligence systems should not be used for social
assessment or mass surveillance ™.



The most extensive example of social rating use is implemented in China™. It covers more than 1
billion people and takes into account 160 thousand different parameters, including factors such as credit
history, compliance with laws, timely payment of bills, volunteer activity and even statements on social
networks.

Authorities or companies rate a person’s social behavior from 0 to 1000 or from A to D. The rating is based
on information received from official sources — tax office, police, government agencies, and also from
digital sources: search history, online purchases and social media activity.

Citizens with a low social rating are included in a ‘black list’. Such citizens may be denied a loan,
mortgage or admission of children to a private school. It is important to note that it is possible to be re-
moved the blacklist, for example if a person engages in socially important activities.

Proponents of social rating claim that it can make society safer, fairer and more efficient by encouraging
people to behave more responsibly and ethically. Critics see it as an instrument of absolute control, vio-
lation of privacy and restriction of freedom.

Venezuela’s smart card, known as the ‘national card’, collects a variety of information about cardholders and
stores it in a government database, which the government claims will help them provide citizens with better services.
The database, according to employees of the card system, stores a variety of information, including medical history, social
media presence, political membership and whether a person voted ™,

In the period from February to April 2018, German researchers in collaboration with Chinese companies conducted a
nationwide online survey to identify how the behavior of Chinese citizens changed after the introduction of
the social rating system™s. More than 350,000 Chinese people participated in the survey.

The results show that the majority of respondents (94%) reported a change in their behavior. The reported behavioral
changes were often caused by a desire to improve personal performance: 91% of respondents changed their behavior
at least once to positively influence their rating (for example, they participated in charity). Meanwhile, 85% reported
that they changed their behavior at least once in order to avoid penalties/restrictions (for example, they carefully
followed the rules of the road).

In January 2024, German scientists conducted a study on the degree of acceptance of social rating systems
by citizens of countries from Southeast Asia, based on the Chinese system itself. Among the respondents, 50%
would fully or to some extent approve of the introduction of a social rating system in their countries, while only 15%
were strongly or to some extent against the introduction of such a system”,



What do the experts think?

Xue Lan,

Cheung Kong Chair Distinguished Professor,
Dean of Schwarzman College and Dean of
Institute for Al International Governance of
Tsinghua University

“The system is undergoing significant changes, it is still at the
testing stage. It should be borne in mind that China’s population
is 1.4 billion people, and there are many problems that need to
be solved. Reports that ‘big brother’ is trying to take everything
away from everyone are not true... | do not see that the social
rating gives China any special advantages, | do not think that the
government uses it to obtain any commercial benefit. There is no
evidence of this in China'%.”

Roman Dushkin,
the general director of Al-developer
‘A-Z expert’

“If such a system is implemented and if it is extended to cover
everyone, this will instantly lead to the stratification of society.
Society is already divided into layers and strata, and the use of a
social rating system will only exacerbate this further™.”
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Holger Zscheyge,

founder and managing director of
Infotropic Media, co-founder of Moscow
Legal Hackers, Ambassador of

the European Legal Technology
Association (ELTA)

“Social scoring in China is a separate and unique case. This is not
an attempt to minimize commercial risks, it is a method of total
control over the population. This is what the authors of books
and feature films have warned us about, ever since Orwell. The
problem with social scoring is that the state can arbitrarily set
parameters and thus make life a living hell"°.”

Andrey Svintsov,

Deputy Chairman of

the State Duma Committee on
Information Policy, Information
Technology and Communications

“The introduction of scoring will lead to massive burnout of peo-
ple, especially young people, who will strive to have a high rating.
In the end, we will get a nation not of people, but of robots. In
modern Russia, even with the highest level of artificial intelli-
gence development, such systems are inapplicable and, | think,
unacceptable™.”
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It is ethical only taking into account compliance with the requirements of the legislation on the con-
fidentiality of personal data and respect for the rights of data owners and only in cases where this is
necessary.

The OECD, in its report ‘Al, Data Management and Privacy’ 2 recalls that just because data is available
does not mean that it can be collected and used to train Al models. Personal data (PD) must be
obtained legally and in a manner in which its use is compatible with the original purposes.

Personal data (PD) can be used for scientific research, including in the interests of society as
a whole. For example, in medicine: to study new treatment methods and develop medications.

You cannot use data collected for another purpose to train Al. The use of personal data in machine
learning is an independent application for data processing and requires a legislative basis™.

The office of the UK Information Commissioner warns that machine learning models trained on per-
sonal data may inadvertently increase discrimination. For example, data from the resumes of past
applicants for training the Al system used in hiring may contribute to gender discrimination, since men
have long been considered more suitable candidates for certain positions ™.

According to a study published by heyData, PD in machine learning is used to improve the quality
and efficiency of digital services. The use of advanced PD protection methods allows you to balance
the confidentiality and the accuracy (usefulness) of a machine learning model ™.

Take a responsible approach to decision-making about training an Al model based on personal data. If there
is no clear understanding on how PD could help training a model and what results it can lead to, then it is better not
to use PD.
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Receive the user’s consent to use PD in machine learning, if required to do so by law. If consent is not required,
it is considered ethical to warn the user in any form about the use of PD in machine learning.

Exclude the possibility of unauthorized access to PD as a result of training the model. Use anonymization and
data encryption methods; limit the number of people who have access to PD; conduct regular monitoring and audits
on the system to identify potential threats and security breaches.

Identify sensitive data (religious beliefs, sexual orientation, mental illness, etc.) that could lead to unjust
outcomes, and their significance (weight). Assess the fairness of a machine learning model both from the point
of view of the interests of an individual and social groups.

According to an IBM study, federated learning is a learning method that allows you to configure a centralized machine
learning model without data exchange which significantly raising the level of confidentiality "®.

In the federated learning system, each device has its own copy of the model. These devices train their own copy of the model
using their data. Then they send the parameters of their models to the main device or server. There, these parameters are
combined and the overall model is updated. This process is repeated until the desired accuracy is achieved.

Thus, the idea of federated learning is that training data is not transmitted between devices or between parties. Only up-
dates related to the model are transmitted.

Clearview Al has collected billions of images from social media without users’ consent and created a facial
recognition system to sell to law enforcement agencies and private companies. Since the photos were
obtained without permission, many countries have recognized this practice as illegal. Clearview
Al has faced numerous lawsuits, as well as a ban on its activities in some countries (for example, in Australia
and France)™.

In the spring of 2023, the Italian data protection authority restricted access to ChatGPT due to a leak of
user data™@. In addition, OpenAl had not notified users that it was collecting their data to train algorithms.
As a result, the GDPR requirements on the legal basis for the processing and storage of personal data was
violated.



In May 2024, Meta announced that it would use users’ personal data to train Al, particularly the photos
published and made publicly available on the company’s services. Users were given the opportunity to opt
out of using their personal data for training. However, the mechanism for opting out is quite complicated.
Users must fill out a long form specifying a detailed reason for their refusal.

On June 6, 2024, 11 complaints against Meta were filed in courts across Europe. In response, Meta publicly
accused the plaintiffs of obstructing the development of generative Al™.

First Deputy Chairman of the Federation
Council Committee on Constitutional
Legislation and State Building

“The ethics of using personal data for Al training largely depends
on compliance with a number of principles: legality, consent, con-
fidentiality, compliance with the purposes of use, as well as the
willingness of Al developers to be responsible for their actions.
Thus, this process must fully comply with the current legislation
in personal data, citizens must consent to the use of their data,
as well as be informed about how it will be used and for what
purposes. In addition, the data must be protected from leaks and
depersonalized in order to reduce the risk of its use for illegal
purposes.”

Moscow Government Minister,
Head of the Department of
Information Technologies

“Depersonalized personal data is extremely important for Al train-
ing. For example, a medical decision support system will not be
able to tell a radiologist that a tumor is suspected in a specific CT
scan in a specific area of the lung unless this system has already
been trained using thousands of images. At the same time, in
order to train the system, it does not need to know who each of
these images belongs to — it only needs to learn how to recognize
malignant tumors. The situation is similar for systems in other
areas — education, transport, ecology, etc.'?”
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It is unethical if data is collected without complying with the law, in particular, informing the user
and obtaining consent to the collection and processing of data; in the absence of such legislation —
it is considered unethical if done without warning the user.

The collection and processing of user data is regulated by legislation on personal data and
communications. Usually, users must be informed about the processing of personal data and provide
consent.

UNESCO warns that data collected by the 10T (Internet of Things) is easy to combine to create a
highly accurate human profile. Even if personal data was collected in accordance with legal require-
ments, the volume and diversity of such data may lead to a threat to confidentiality ™.

The Office of the Information Commissioner of the United Kingdom believes that only necessary data
can be processed by default™ That is, data that are necessary for the normal functioning of the device.

Researchers at the All-Russian State University of Justice state that projected ‘customer-focused
orientation’ reduces the risks of interference in the user’s privacy by ensuring data confidentiality and
transparency in their collection™.

Leakage of user data increases the risk of negative consequences for the user. In this case, per-
sonal data can be used for blackmail, fraud, etc.

Data obtained as a result of depersonalization is personal. Such data potentially makes it possible
to identify a person if additional information is available or using certain analysis methods.

Study the legislation governing the protection of personal data, personal life and privacy of correspondence. This will
help to analyze and (if possible) prevent the legal risks.



Obtain the user’s consent to the collection and further processing of user data, if necessary, in accordance
with legal requirements. Such consent must be informed.

Integrate privacy protection tools into the product functionality. For example, notify the user about the
collection of information and provide the opportunity to restrict or prohibit the collection of data ‘in a manual mode’.

Minimize the collection of user-identifying information if it is not required for the normal use and operation of
the service.

Provide the user with the opportunity to receive information about the data used. It is important for the user
to know what data you are collecting and how you are using it.

Use various methods of anonymization and encryption of personal data if transferring it to third parties.
This will help prevent any consequences of data leakage.

Review the company’s privacy policy. It should specify what data is collected, how it is used, and how the user
can control their data.

Use the product’s functionality to protect your data. If the device obviously does not require a microphone or
camera, geolocation, etc. for its normal operation, limit data collection permissions in the settings.

Send error information to the developer to fix bugs. This will help optimize the operation of the device/application
and increase user satisfaction with the product.

If technical support could not assist in resolving your issue, contact a higher authority. For example, special commissions
that specialize in corporate ethics, judicial authorities or other government agencies

According to a survey by the Russian Public Opinion Research Center, more than a quarter of Russians (28%) use ‘smart’
devices for home at one time or another ™4,

Russians consider the main threat of this to be the possibility collected data being transferred to third
parties (15%). Another 6% replied that the collection and analysis of user information is an invasion of privacy, vi-
olation of rights and freedoms, 5% do not exclude the possibility of surveillance or espionage using ‘smart’ devices.
23% of smart device users take actions that prevent the collection of personal data. The most frequent measures taken
to protect privacy are covering a laptop’s webcam (12%) and disconnecting devices from the network (6%).
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Voice-activated assistants analyze every sound in order to recognize the activation phrase. Similar sounds can often

cause a false activation.

Researchers from Unacceptable have discovered more than a thousand phrases that lead to the activation of the Alexa,
Google Home, Siri and Microsoft Cortana voice assistants'. For example, Siri responds to the word ‘city’, while Cor-
tana answers to ‘Montana’. Many of these phrases are found in movies and TV shows like ‘Game of Thrones’, ‘House

of Cards’ and on the news.

Moreover, Siri can be activated by the sound of a zipper or by raising your hand.

In 2024, news broke that Google had suffered a huge data leak affecting service users'?®. The Google Audio
function had performed unintentional recording of children’s voices, Google Street View had decrypted and saved
car license plates, and the Google-owned Waze service had disclosed the home addresses of users.

head of the working group on best practices
for emerging ethical issues in the Al life
cycle, Al Commission for Implementation of
the Code of Ethics in Al

“In a vacuum, collecting user data with smart devices is not un-
ethical if such collection takes place with the consent of the
user. However, openness in user interaction and transparency
of information are important in this case. Users should be aware
that data is being collected and how this data will be used. Such
openness should become a foundation for users' trust in digital
services and in the business as a whole.”

CEO of MTS Al

“There are quite a lot of aspects to this issue. First of all, the
ethics of collecting user data from various devices is a matter of
compliance with applicable legislation and generally accepted
standards. If there is an agreement from the user and they are
aware of what data will be collected and where it will be used,
then this is completely ethical. But before that, you should defi-
nitely make sure that the purpose for which the data is collected
is consistent with the company’s values and ethical principles.
In addition, it is necessary to ensure the protection of data from
potential leaks™.”



It is ethical to use Al in mass video surveillance systems to ensure public safety while respecting
human rights, using it in cases and in accordance with the procedure established by law; in the
absence of legislative regulation, such use of Al would be ethical with prior warning to citizens.

Korean scientists at Gachon University note that mass video surveillance serves as an early warn-
ing and notification system in case of a threat. Al from recording devices creates dynamic means of
public safety — information is analyzed in real time'%.

The OECD in its report ‘Al and society’'* reminds that law-abiding citizens are not in danger. Al video
information processing focuses the attention of law enforcement agencies on security threats and offenses.

Researchers at the University of Manchester claim that video surveillance systems do not violate the
right to privacy'™°. Because they are located in a public place and are in the public interest, that is, to
ensure safety and protect public order.

The use of Al in video surveillance increases the sense of security in public places. It will make
it possible to quickly analyze a situation, determine the algorithm of solutions and call the necessary
service personnel, to ensure that human rights are respected.

Scientists at the Manav-Rahn International Research Institute believe that Al conserves human re-
sources and optimizes the work of law enforcement agencies. The use of Al will solve the problem
of ensuring security in public places without involving a large number of service personnel, since it will
make it possible to identify threats remotely™'.

Judicial practice confirms that mass surveillance cameras record video of passers-by in streaming
mode from a distance. As a general rule, this does not involve the processing of biometric data, unless
identities are established 2.
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Promote transparency and openness. It is recommended to provide citizens with information about video surveillance
systems: the goals, mechanisms and advantages of their use. This will help to strengthen public trust and ensure
control over possible abuses.

Regularly evaluate the effectiveness and impact of video surveillance systems on public safety and citizens’
rights. If necessary, implement improvements and adjustments to the system.

Check out the legal acts governing this issue. Knowledge of the legal framework and your rights will allow you
to better understand and objectively assess the effectiveness of mass video surveillance.

Maintain your awareness of new technologies and their applications. The authorities can hold public discussions
and consultations on the issue of urban video surveillance — take part in such events.

The use of artificial intelligence significantly increases both the speed of solving crimes and the percentage
of resolved cases.

The US police uses Al to compare a photo of a person who has committed an offense with photos already
available in the police database ™.

In the UK, facial recognition technology is used in real time. When a person passes under a surveillance
camera, their image is automatically matched with images of wanted criminals™4.

The French Constitutional Council, having agreed to the limited use of Al at the Olympics, stated that the
new measures could only be applied at sports, entertainment or cultural events in order to “prevent public
order violations.” The law will remain in effect until March 2025. France is the first country in the EU to allow
the use of Al for surveillance ™°.



UNESCO’s Recommendations on the ethical aspects of artificial intelligence ¢ reinforce the
following approach: in cases where it is assumed that decisions taken have irreversible consequences or
are difficult to reverse, or may be related to life and death decisions, the final decision must be made by
a person. In particular, artificial intelligence systems should not be used for social assessment or mass

surveillance.

The European Union’s Al Regulation follows the same approach™. Prohibited applications for Al include
making available for resale, commissioning for a specific purpose, or using artificial intelligence systems
to create or expand facial recognition databases through inappropriate extraction of facial images from
the internet or video recordings from surveillance cameras.

Mayor of Moscow

“There were a lot of skeptical comments about video surveillance
in the city, all sorts of insinuations that it was bad that someone
could be followed. The video surveillance system primarily, of
course, works for the safety of the city. To date, 7,713 people on
the federal wanted list have been detained in the metro and in

the city38.”

General Director of ANO ‘Dialog Regions’

“The use of artificial intelligence in video surveillance systems is
a great opportunity to significantly improve the work on public
order protection and crime prevention. But the issues of maintain-
ing confidentiality, proper handling of personal data and the risks
of misuse of such technologies are very relevant. It is important
to ensure that video surveillance systems equipped with artifi-
cial intelligence do not invade people’s personal space. Citizens
should be aware of the video surveillance and, if possible, give
their consent. It is worth considering the transparency of the goals
of using Al, and data processing and liability procedures in cases
where errors occur in the operation of systems.”
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It is ethical to use Al to predict and prevent crimes, first of all, only in cases provided for by law,
and while respecting human rights and freedoms.

Interpol and UNICRI in their joint report ‘Towards responsible Al innovation’® note that Al offers law
enforcement agencies huge opportunities to prevent crimes. Predictive policing allows you to
identify the areas with the most criminal activities, plan patrol routes and efficiently allocate resources.

The multiple increase in financial transactions in the digital environment, as well as the trans-
fer of confidential information, creates new threats. The use of Al reduces the likelihood of errors
related to the human factor, such as inattention or lack of qualifications.

Al is often used to counter cybercrime. Today, machine learning methods are used to monitor the
activities of an information system and a person in order to identify potential deviations, predict malicious
applications and sites.

A study by the US National Institute of Justice shows that Al makes the work of law enforcement
agencies more efficient and less dependent on human factors. The use of Al in the processing of
personal information makes it possible to increase the speed of processing, as well as reduce the risks
caused by human inattention ™,

Predicting crimes using Al is based not only on profiling of people. For example, according to the
Al Act, customs authorities in the EU are allowed to use Al to predict the probability of detecting drugs
or counterfeit goods based on known trafficking routes™.

Scientists from Marian College in India warn that the use of Al in predictive policing poses a threat
of discrimination. The data may be erroneous, incomplete and biased due to the fact that historically
or due to regional characteristics, individual social groups may be more often represented as criminals™?2,



Ensure that fundamental human rights are respected. These include: the right to confidentiality, access to
information, non-discrimination and appeal against unfair decisions.

Provide a plan to mitigate possible risks. The development and training of Al for use in forecasting and preventing
crimes should exclude the possibility of discrimination on any basis, as well as the creation of false information.

It is recommended to install a human control system. Errors are possible when using Al, therefore, it is necessary
to verify the decisions made by Al and take into account all the circumstances and evidence.

Indeed, initially, the use of Al technologies to predict crimes was quite controversial, because these systems did not take
into account the prejudices that had developed over a long period in the work of law enforcement agencies (for example,
cases of false prediction of recidivism by black populations in the United States are widely known).

Nevertheless, according to recent research by sociologists from the University of Chicago, the latest Al systems for crime
prevention can predict future offenses a week in advance with an accuracy of about 90% 3. The new model isolates
crime by considering the temporal and spatial coordinates of discrete events and identifying patterns to predict future
events. It divides the city into several regions and predicts crime only within a given territory, and does not rely on tradi-
tional district boundaries or political boundaries, which are also subject to change.

The Ministry of Internal Affairs of the Russian Federation plans to introduce artificial intelligence into
law enforcement activities.

In 2024, the agency is conducting research and preparing datasets for training and testing neural network models,
and plans to develop two Al-based systems in 2025: ‘Clone’ and ‘Conjuncture’. The ‘clone’ will make it possible
to identify cases of video image forgery while ‘Conjuncture’ should predict negative events and emergencies and
simulate scenarios for responding to them.

These initiatives are included in the plan for the introduction of Al technologies into the activities of the internal
affairs office of the Russian Federation for 2023-2025. The plan was approved by Deputy Minister of Internal Af-
fairs Vitaly Shulika ™.



What do the experts think?

Alexey Minbaleev,

Head of the Department of Information
Law and Digital Technologies at the Kutafin
Moscow State Law University

“No matter what difficulties arise when using Al in countering
crime, the state is unlikely to abandon its use in this direction.
Any opportunity to restore the rights and legitimate interests
of a person that have been violated as a result of crime must be
realized. But at the same time, it is important to ensure control
over the decisions made by Al.”
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Temirlan Salikhov,
specialist in digital forensics

“The rational use of artificial intelligence-based tools has provided
new opportunities and significantly optimized the activities of
specialists in digital forensics. The ability to process billions of
data makes it possible to make critical decisions in a short time
and dramatically affects public safety. It is important to remem-
ber that the final decision rests with a competent professional.”



Yes, the use of Al scoring in finance and retail is ethical, while respecting the key principles:
non-discrimination, transparency, personal data protection and expert control.

Researchers at YABX Technologies (a financial institution in The Hague), say that Al expands the possi-
bilities of personalization and increases the efficiency of service provision. For example, machine learning
algorithms can identify patterns and trends that people or traditional assessment models may overlook.
Such an adaptive approach not only improves the accuracy of assessment, but also allows for real-time
adjustments, ensuring that the assessment system remains dynamic and responds to changing external
conditions ™,

A study conducted by scientists from several US universities highlights the importance of ensuring trans-
parency in the application of scoring in banking and retail. Consumers should have the right to know how
these systems work, understand what types of information are used, and how the algorithms of the Al
model work ™,

Scientists at the American National University state that ensuring fairness and avoiding bias is one of the
most important tasks for credit scoring. Al models can be designed to minimize discriminatory factors and
promote equity by focusing on appropriate financial behavior rather than demographic characteristics'.

Industry standards should be developed to ensure the ethical use of Al scoring in business. These standards
should enshrine the principles of non-discrimination, transparency and data protection.

It is recommended to create mechanisms to explain the logic of the decisions made. This will increase the
transparency of Al scoring systems and the general awareness of users about the principles of their work.

It is necessary to ensure the ability of the Al system to comprehensively consider the individual
characteristics of customers. The use of scoring in banking and retail should not lead to restrictions on the access
of certain groups of the population to basic financial and consumer services.
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4. Support the creation of ethics commissions in the company. These commissions will be able to evaluate the
work of Al systems from the point of view of compliance with the principles of ethics, as well as to investigate cases
of violations and take appropriate measures to protect the interests of users and customers.

Research on the issue:

In 2023, the Bank of Russia published a report on the Application of Artificial Intelligence in the Financial Market ™8,

The report says that the use of Al by banks can be considered as an opportunity to further improve the efficiency and quality
of their services, including by reducing costs, speeding up processes, resource optimization and processing large amounts
of data.

Application of alternative scoring data
(% of the number of surveyed organizations)

Social media 55
Payment systems data 49
Geolocation 47
Mobile apps stats 47
Trends 44
Satellite data 27

Weather data 24

Source: The Bank of Russia™®

With the help of ‘smart’ scoring, creditors can analyze not only financial information about the borrower, but also ‘alterna-
tive’ data, according to the Central Bank report. The regulator attributed these indicators to:

(O information from social networks;
O payment system data;

(O geolocation;

(O mobile application statistics.



What do the experts think?

Andrey Cherkashin,

Chairman of the Far Eastern Sberbank

“Artificial intelligence finds the most active use in credit scor-
ing™°, that is, in assessing the solvency of a person who wants to
get a loan. In this case, the Al processes a large amount of data
in a matter of seconds, analyzes thousands of parameters and
makes a decision.Of course, the use of Al is not limited to issuing
loans. In many of our business processes, we use models created
with the help of artificial intelligence: from real estate search and
transactions, to the introduction of Al into the work of a chatbot
that analyzes speech, classifies calls to virtual assistants, verifies
scans of documents'°”

Anna Kazakova,
Risk Director, Vice President of T-Bank

“The ethics of using machine-leaning (ML) scoring in finance and
retail depends on the context and goals. If machine learning helps
to improve customer service and ensure fair lending, then it can be
considered ethical. At T-Bank, for example, when calculating the
credit limit, we use statistics to assess the solvency of customers,
which helps protect them from financial illiteracy. At the same
time, there must be measures to protect data and prevent abuse,
so that privacy and user rights are a priority. It is important that
algorithms do not reinforce bias and do not discriminate against
certain groups of people™'.”
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Chapter 03

Al and integrity







The learning challenge: how to avoid Al learning based
W 6 on false information?

Answer:

Developers, data providers and customers that are implementing Al struggle to overcome the problem of false information
in various ways: including by verifying data for compliance with legislation, testing the model and then retraining it.

Justification:

O Inaccordance with the European White Paper on Al, various actors are involved in the development
of the Al model — each struggling in its own way with unreliable information throughout the
chain. The most important are datasets, as they strongly affect the quality of the model 2.

O Using a variety of data can help improve model accuracy. Different data is used at the pre-training
stage, since only high-quality data will be used at the fine-tune stage (final setup and training), taking
into account the requirements of legislation (on personal data, trade secrets, intellectual property, etc.).

O According to a group of Russian and Austrian scientists, the data provider is responsible for provid-
ing high-quality data. Low-quality data is data that does not meet the requirements for its format,
completeness, reliability, relevance and other characteristics necessary for the correct operation of Al'*,

O According to a study by Russian law firm Intellect, the developer selects the necessary data for
training, correcting the results and evaluating the accuracy of the data during training. It is
the developer who informs Al what is reliable and what is not — the criteria of ‘reliability’ are usually
checked for validity and compliance with legal principles ™.

O The customer determines for what purposes the Al will be used and what data is needed to achieve
this. It also monitors and analyzes the results of the system for the issuance of false information.

Recommendations for data providers:

1. Information about the data should be disclosed, for example, about its origin, methods of collection, and known
limitations and distortions should be noted.
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7. Ensure that the data is updated regularly.

3. Warn contractors about changes in the datasets you supply.

Recommendations for developers:

1. Pay attention to the data sources for training and taking into account their specifics.

7. The data provided should be subject to preliminary analysis. If problems are found, developers need to notify
the data providers.

3. Itis recommended to test the model. This will help to identify unreliable data.

Recommendations for customers ordering models:

1. Ensure that the data is checked for compliance with the assigned tasks. Also participate in the reconciliation
of the dataset.

7. Monitor the operation of the system. Distortions of information identified in a timely fashion can be eliminated
by further training the model.

Research on the issue:

According to an American study on ‘Ways to ensure data quality for machine learning’ >, the term ‘qualitative data’ refers
to purified data containing all the attributes on which model learning depends. This study also provides 4 characteristics
of qualitative data for training ML models:

Relevancy — the dataset should only contain features that provide meaningful information for the model.
Consistency — similar examples should have similar labels, ensuring dataset uniformity.

Uniformity — the values of all attributes must be comparable for all data.

0000

Comprehensiveness — the dataset must contain a sufficient number of parameters or features so that
there are no borderline cases left uncovered.



What do the experts think?

Ivan Oseledets,
General Director of the AIRI Institute

“If a person specifically wants to lead the model to ‘behave badly’,
then they are responsible for this. If the model itself immediately
starts talking nonsense, then, of course, the question must be
posed to the developers as to why they have not checked it. It
seems to me that we need to go in the direction of creating ex-
perimental legal regimes, giving the right to make mistakes. The
main problem is that Al is now a gray area, and no one wants to
start using it on a large scale, because “what if?”.

Anna Meshcheryakova,
CEO of the “Third Opinion”

“We use open datasets at the research stage. We work with data
published in Russia and interact with foreign colleagues. Our own
scientific activities and cooperation with medical and technical
universities in Russia and abroad allow us to obtain high-quality
datasets for research purposes. But at the learning stage, we
rarely use open datasets — we have our own requirements for
classifiers and markup™¢.”

Denis Dimitrov,
Managing Director of Data Research,
Sber Al

“The fight against false information in the training of artificial
intelligence models is a complex process that requires work in
several directions: the use of high—quality data sources, filtering
and cleaning data, manual data verification, the development
of fact-checking models and processing feedback from users.
In addition, one of the ways to combat unreliable answers and
model hallucinations is retrieval — further training of the model
in order to use external knowledge and data bases (for example,
the Internet).”
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The problem of spreading malicious or misleading
information using Al: how to mitigate this?

Answer:

To prevent the spread of malicious or false information using Al, it is necessary that everyone
involved in the creation and use of this technology, from developers to users, be responsible for their
own input within the ecosystem, taking into account legal and ethical standards.

Justification:

O Theissue of the spread of malicious and misleading information through Al is more ethical than
technological in nature. At the same time, it makes sense to put possible protective measures in place
on a development level, in order to prevent the use of Al for unintended purposes.

O A group of European scientists from MediaFutures argue that cooperation between platforms, gov-
ernments and civil society contributes to effective content moderation, the dissemination of
fact-based information and compliance with the law ™.

O Human-oriented and humanistic functioning of Al systems includes their responsible develop-
ment and correct use. These two are vital components in creating a safe, reliable and ethical Al that
can benefit people.

Research recommendations:

Encourage initiatives by development companies to verify neural networks created as well as undertake
voluntary certification. Development companies should be aware of the intended application for Al and any potential
Liability for non-compliance with established requirements. At the same time, it is important to consider that due to
the work of generative Al, the information generated may not meet the expectations of users.

Raise public awareness on this issue. Launching initiatives to train people’s critical thinking and digital literacy
skills will allow people to recognize and filter potentially false information.



Recommendations for developers:

It is important that filters and barriers, such as censors, should be used. This will prevent the creation of
clearly toxic content.

It is recommended to use benchmarks to check generative neural networks for the correctness of generations.

When there is a technical possibility to do so, the source of the information should be indicated. Users can
then in turn decide for themselves whether to trust this information or not.

Eliminate model errors identified during use related to data inaccuracies and actual distortions.

Recommendations for users:

Use Al only in accordance with legal requirements and platform rules. Unfair use of Al tools (for example, to cre-
ate offensive deepfakes) is considered unethical and may lead to negative consequences for the user (account blocking).

Keep in mind that Al systems can sometimes ‘hallucinate’ and output false information. Critically analyze
the information and use tools to verify the authenticity of output generated.

Research on the issue:

In June 2024, UNESCO published a report on the risks of using generative Al for applications of Holocaust
remembrance 8,

This report focuses on the fact that Al may ‘hallucinate’ and produce fictional facts. For example, chatbots very often
distort information about the number of victims of the Holocaust. Also, systems cannot always correctly evaluate
distorted information that is only partially false (for example, that all Nazi concentration camps had gas chambers) or
opinions (for example, that gas poisoning was the worst kind of mass murder during the Holocaust).

As a solution, UNESCO suggests that developers use a wide range of data for training, consult with stakeholders on
sensitive topics, and bring their risk monitoring and assessment systems in line with ethical principles. In turn, users
should understand the limitations of Al technology and independently verify the authenticity of the content.

According to a survey conducted by the Russian Public Opinion Research Center, over the past year society’s demands
for clear distinction and labeling of products created using artificial intelligence have grown stronger™°.
Since 2023, the share of people in favour of the mandatory labeling of Al output has increased from 69% to 73%. At
the same time, the share of people opposing this measure has decreased from 23% to 17%, while the share of people
who are categorically opposed has halved (from 14% to 7%).

This trend indicates an increased awareness among Russians of the importance of preventing the spread of malicious
or misleading information using Al.



What do the experts think?

Daniil Gavrilov,
Head of the Al Research Laboratory at
T-Bank Al Research

“Automatic detection of fakes and malicious information is a
difficult task for the market, because everyone has a different
understanding of what can and cannot be considered acceptable
accordingly. There are methods that can reduce the number of
unsafe texts, but they do not guarantee full protection against
vulnerabilities.

One area of focus that can help solve the problem is the devel-
opment of model interpretability methods. They allow you to
get an answer to the question of: “Why does artificial intelli-
gence offer a specific solution in a given situation?” This gives
an opportunity to better understand the internal processes of
Al and prevent undesirable results. This field began to develop
rapidly after large language models became available to a larger
audience. At T-Bank, we pay special attention to this through
scientific research.”
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Oleg Yangalichin,
Executive Director of Data Research,
Sber

“We use a multi-level approach to prevent the spread of mali-
cious or misleading information using Al. This includes both the
development and implementation of algorithms for automatic
detection and blocking of disinformation, as well as regular val-
idation by checking models for vulnerabilities that can lead to
unsafe output generation. Another important element is the user
feedback system, which allows them to respond quickly to any
potential threats.”



Is it ethical for algorithms to offer the user goods
and services that do not correspond to their usual
preferences?

Answer:

Yes, if a algorithm works without bias and offers a variety of goods and services to all users,
it can be ethical.

Justification:

O Agroup of researchers from India and the UK believe that offering the user goods and services that
do not correspond to the user’s usual choice helps to avoid the formation of an information
bubble. This approach broadens horizons and does not limit the user to their usual preferences'°.

O Inastudy conducted as part of the Implementation of the Code of Ethics for Al says the use of user data
for the operation of recommendation services is legitimate if the developer complies with legisla-
tion on personal data and the requirements of other regulations ™.

O Researchers from Rutgers University argue that if a company has data on user preferences, it is
important to take them into account when making offers. Ignoring this data may be perceived as
disrespectful to user™?,

Recommendations for developers:

Develop transparent algorithms. The algorithms used by the Al to make suggestions should be transparent and
understandable to the user.

Take into account the interests of the user. An offer can be considered ethical if it is relevant to the user to some
extent. For example, if a user is interested in healthy eating, it may be unethical to offer them sweets and fast food.

It is recommended not to use algorithms to recommend extremely sensitive categories of goods and ser-
vices. For example, adult goods and services, those of a religious or ritual nature; or those which may contribute to
inciting conflicts or inter-ethnic tensions.

Provide a choice. The user should be able to set preferences and refuse to receive those that they are not interested in.
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Inform people about the technology in use and the reasons for the offers. Explaining the reasons why a par-
ticular product has been offered to a user builds trust. For example, if there is a promotion, or a new offering that’s
worth trying.

Analyze feedback. Regularly collect and analyze feedback from users to improve algorithms and suggestions.

Research on the issue:

In 2023, the Institute for Statistical Studies and Economics of Knowledge at the Higher School of Economics in Mos-
cow conducted a survey of people aged 14 years and older. The results showed that the majority (60%) of Russian
internet users (who go online at least occasionally) will often or almost always view the recommendations
given by digital services. The most interesting topics are news (viewed by 40% of internet users surveyed) and en-
tertainment resources (movies and TV series — 32%, music — 29%) ¢,

According to a McKinsey study from 2021, 71% of consumers expect companies to provide personalized inter-
action, and 76% are disappointed when this does not happen'®*.

Moreover, personalization improves productivity and customer service. Companies that grow faster earn 40% more
revenue from personalization than their slower-growing counterparts. And companies that have succeeded with per-
sonalization receive 40% more revenue from this activity than the average market player.

Percentage of Internet users who regularly review
recommendations (% by category)
At least one category from the list [ 60
News 40
Movies, TV shows 32
Music 29
Other goods and services 23
Health and wellness tips 23
People’s social media profiles 22
Communities, social media groups 21
Books, articles 16
Games 12
Online courses 10

Source: McKinsey %4



What do the experts think?

Alexey Byrdin,
General Director of
the Internet Video Association

“Hybrid recommendation systems that use collaborative filtering
will in any case ‘break through’ a user’s ‘information bubble’. This
makes it possible to broaden a user’s horizons and introduce them
to new things, including products or services that have appeared,
which is perfectly ethical. But in order to avoid irritating or upset-
ting users, it is important to avoid making recommendations of
certain (overly niche) categories of items that are too far removed
from their announced circle of interests.”

Andrey Zimovnov,
ML Director, VK Al

“Our recommendation systems process tens of billions of user
signals every day, from views and listens to likes, shares and com-
ments. This allows us to make recommendations in our services
more accurate and relevant. At the same time, it is important for
users to show not only the content that they are used to watching
or listening to. This avoids the formation of a ‘dopamine loop’
and/or an ‘information bubble’. To do this, we have developed
the Discovery mechanism. It offers users not only what they are
already watching, but also new authors or even whole new topics.”
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Generative Al
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Is it possible to trust information obtained with the help
of generative Al and Al-based search engines?

Answer:

Both search engines and generative Al are different, not mutually exclusive ways of obtaining
information from the accumulated knowledge. Together, these two technologies help the user to get
an up-to-date and understandable answer to their question: the search finds relevant documents,
and the generative Al formulates the answer from what it finds. Any information, including
information obtained with the help of generative Al. Al should check and aim to find the primary

sources.

Justification:

Russian scientists emphasize that most search engines operate on the basis of Al technolo-
gies (primarily for ranking results). Al allows you to search pages not only for specific words, but also by
meaning, then personalize the output, generate hints, and so on .

Both search engines and generative Al can give false answers, because they learn from data sources
from the internet, which may contain errors, so it is important to refer to primary sources or consult with
experts regarding the relevance of information.

Generative Al can ‘hallucinate’, which means outputting imaginary facts. This happens in a sit-
uation where generative Al uses its own knowledge to respond. If there is no direct answer to the user’s
question in the training dataset, the Al tries to deduce it based on general patterns.

Using machine learning systems to classify and categorize large amounts of data allows you to
speed up processing and improve the accuracy of search results. Al algorithms are able to analyze
and interpret texts, images and videos, so that manual processing of these types of data takes less time.

The responses of generative Al may be limited by the amount of data that was used to train the models.
Therefore, if a model is developed, for example, based on texts produced before 2023, it will not be able
to comment on the news of 2024, or its answers may be outdated.
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Recommendations for developers:

It is important to make the rules and principles of search engines and services based on generative Al transparent and
public. This will increase user confidence in the technology.

It is necessary to warn users about possible errors and limitations of these technologies, as well as inform them about
the sources of responses.

Al-based services cannot be used to impose a certain point of view or to persuade users to make a decision. Search
engines and services based on generative Al do not create barriers to obtaining information, with the exception of
illegal, malicious or life-threatening content.

Recommendations for users:

It is necessary to be critical of the information received from search engines and from generative Al, and to double-check
such information using reliable sources or primary sources.

It should be remembered that the responsibility for spreading false information received from the chatbot and for
making decisions based on such information lies with the user.

It is important to pay attention to the conditions of use of Al systems, where the developer can warn about certain
risks associated with the operation of the system in terms of information processing.

Research on the issue:

Researchers at Voronezh State Technical University compared the results from the Yandex and Google search
engines with the Al-based ChatGPT system. The analysis showed that when responding to user queries, Yandex and
Google provide the most relevant links containing all the keywords from the query. Meanwhile, ChatGPT can imme-
diately provide a structured response that covers all important aspects of the question®,

However, ChatGPT has a drawback: the system does not provide links to information sources, which makes it difficult
to verify authenticity. In addition, sometimes ChatGPT gives incorrect answers. For example, when asked about the
name of the first human cervical vertebra, the system gave the wrong answer, while Yandex and Google provided brief
and correct information, as well as links to data verification resources.

A study conducted by scientists from the University of Washington has shown that systems running on generative
neural networks can malfunction and generate absurd results for no reason'.

As an example, the researchers turned to the Perplexity Al and the Arc search engine with a request to provide infor-
mation about a non-existent theory called ‘Jevin’s theory of social echoes’. In response, Al proposed a concept and
even provided links to non-existent sources.



The Commission’s approach to the implementation of the Code of Ethics in Al:

In 2024, representatives of the business community signed the Declaration on Responsible Generative Al. It contains a num-
ber of recommendations and standards of behavior in generative Al technologies for developers, users, representatives of
the academic community, as well as everyone who creates, implements and uses generative Al technologies. The document
emphasizes that generative Al is one of a number of possible tools that can be use.

Practices:

Google has published search rules regarding Al-generated content.

The company writes that they prefer unique high-quality content that meets E-E-A-T standards (Experience,
Expertise, Authoritativeness, and Trustworthiness). The company also says that about ten years ago it faced the
problem of rapid growth in the volume of content created by people. Blocking all such content would be unwise.
Therefore, the company decided to improve its systems so that high-quality content is given an advantage. Thanks
to ranking systems and determining of useful content, users are provided with materials created primarily for

people, rather than in order to improve the rating 8.

What do the experts think?

Marina Rossinskaya,
Chief Operating Officer of Yandex Search

“When we offer the user a search engine response created using
generative neural networks, we always inform them this is the
case. It is also important that such responses always contain links
to the sources on the basis of which the response was generat-
ed. This allows the user to go to the sites and double-check the
information or find out additional facts.”

Daria Chirva,

Researcher at the Center for Strong
Artificial Intelligence in Industry,
lecturer at the Institute for International
Development and Partnership at

ITMO University

“A person is responsible for any statement. The generation of
texts using large language models does not relieve them of this
responsibility due to the fact that no one and nothing else can
handle it yet. Checking any fact, value statement, etc. obtained
with the help of Al tools is a necessary element of their proper

2

use.
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2 O Is it ethical to synthesize human speech using Al?

Answer:

It is ethical to synthesize the speech of an existing person in some cases, for example, to create
works of art, but only if there is an consistent consent of the person whose voice will be used in
speech generation services.

Justification:

(O Fliki, a major developer of Al solutions for creating video content, indicates that transparency and
consent are of paramount importance in the ethical use of Al voice cloning. Creators should
seek explicit consent when using cloned voices, especially in scenarios where the cloned voice is used
for commercial or public purposes. Consent ensures that people have control over the use of their voice,
and prevents unauthorized or unethical voice cloning '®.

In combination with audio devices, Al generation technologies can become indispensable assistants for
those who have lost the ability to speak, or for blind people.

Speech synthesis is used not only when creating audiobooks or podcasts, which allows you to ‘re-
sound’ content depending on the listener’s preferences, but also in everyday life. For example,
in maps and navigators — when voicing a route — or for voice assistants, which is also an ethical
use case provided there is consent.

O Itisalso ethical to clone voiceswith the help of Al for simultaneous translation, which is no dif-
ferent from the use of stand-in voices, which is a widely used practice in the creation of audio and video
works.

Recommendations for developers:

1. Itisimportant to explain to the owner of the voice that is used to train the model the features of speech
synthesis technology and note that the nature of texts that will be voiced is unknown in advance and will
definitely differ from those voiced for the training dataset.

7. Always try to regulate the issue of voice synthesis by contracts.



The use of the voices of public people contained in publicly available sources is possible within the framework
established by law (for example, for parodies). If there are no such restrictions in the law, the use of voice should not
humiliate the honor and dignity of its bearer or be used for illegal purposes or in violation of accepted moral norms.

In agreements on the use of technology, it is advisable to reserve the right to revoke access to the service in
order to block users who create and/or distribute illegal content.

Confidentiality of the received data should be ensured and their leakage should be prevented.

Recommendations for users:

When disseminating content created by generative Al using someone else’s voice, it is important to attach a clear
message that the content was generated by another person using Al.

When distributing content with elements of another person’s personal data, the relevant consent should be re-
quested.

When using voice generation services, do not use it for illegal purposes or in violation of accepted moral norms.

Research on the issue:

According to Russian scientists from the Putilin Belgorod Law Institute of Ministry of the Interior of Russia, one of
the main problems of voice cloning using Al is the possibility of wrongdoers to use the technology for
fraud or to spread disinformation . Cloned voices can be used to deceive, manipulate, or steal personal data,
leading to serious ethical and legal violations. For example, the use of a person’s voice and face can allow criminals
to spoof their photo and video images to illegally obtain loans, change the ownership of real estate, or discredit any
legal entity or individual.

Neuroscientists from Switzerland have found that in the auditory cortex of the human brain there are mechanisms
that allow you to identify a voice created with the help of Al. For the experiment, the scientists synthesized the
voice from a recording of a real person and recorded the brain activity of 25 listeners using a functional MRI scan™.



Practices:

103

1. According to Al video and audio content solution developer Fliki — 3 seconds of audio is enough to create
a voice clone that has 85% coincidence with the original 2.

7. In Maryland, USA, a physical education teacher generated the voice of a school principal and distributed
their allegedly racist and anti-Semitic statements to teachers. The incident occurred after a professional

conflict between teachers ™.

What do the experts think?

Alexander Krainov,
Director of Artificial Intelligence
Development, Yandex LLC

“Of course, the conditions needed for the use of voice, the use of
audio recordings, the process of voice transmission and models
based on speech synthesis to third parties are set out in the law.
But, as practice shows, this is not enough. It is necessary to in-
form the speaker as fully as possible about all possible ways that
their voice will be used. The speaker’s decision to provide their
voice for speech synthesis service must be made fully informed.”

Alexey Parfun,

CEO of Agenda media group,
co-founder of Reface Technologies,
Vice President of ACAR

“Using voice clone technologies is an understandable and very
useful tool that, combined with a number of other technologies
such as lip sync, allows media content producers to significantly
reduce costs and increase production speed. Like many other
tools, it can turn into a dangerous weapon in the hands of wrong-
doers, so you should use labeling and hardware control on the side
of social media in order to prevent fraud.”
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Is it ethical to use generative Al in art and design?

Answer:

It is ethical to use Al at any stage of the creative process, but subject to compliance with ethical and
legal standards by both the developer of generative Al and the user.

Justification:

Al embodies a person’s intention, therefore, the responsibility for the ethical use of Al lies with the
individual (as the bearer of meaning) who sets the Al task. At the same time, one should pay attention
to the results of Al and remember that Al can ‘hallucinate’ and produce technical errors.

An article by the Moscow School of Contemporary Art expresses the view that Al greatly simplifies
the process of creating works of art for artists and photographers. It helps in choosing images,
developing ideas, presenting projects and finding inspiration™,

Al can also be used to recognize fake works with 90% accuracy, which will help restore the integrity
of art history ™.

Researchers at the Katanov Khakassian State University suggest considering Al as a tool for creating
art on an equal basis with other methods (computer software, paint brush, etc.) .

Researchers at the Institute of Electrical and Electronics Engineers (IEEE) believe that Al democratizes
creativity, making it accessible to a wide range of people, including those who do not possess
special skills, as well as for people with disabilities"".

Recommendations for users:

Review the user agreements of generative Al platforms to understand how the rights to the created content

are distributed.

Distributors of Al content that mimics real events should explicitly indicate its origin. For artistic works,

labeling is not essential, unless it is otherwise required by law.

It is necessary to weed out unethical or illegal generated content and report it to the developer (in support),

since despite the limitations of the platforms, there is still a possibility of this outcome.
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4. You should keep information about the parameters of the Al system, the datasets used, and your contri-
bution to content generation. This can help to substantiate originality and claim the rights to the created works.

Recommendations for developers:
1. You should take into account copyright rules when teaching a generative model or creating your own datasets.
7. The generated content should be moderated and restrictions should be placed on sensitive or illegal topics.

3. Afeedback form should be provided for the user to be able to take into account concerns when moderating the
generated content.

Practices:

In April 2023, the finalist of the World Photography Orga-
nization’s Sony World Photography Awards was announced,
with the award going to photographer Boris Eldagsen for
his work “The Electrician”. However, he did not accept the
award, explaining that his photo was generated using
a neural network.

In response, The World Photography Organization cut ties
with the artist, declaring his intentions dishonest while
recognizing that Boris raised an extremely pressing issue
about the need to differentiate and redefine many catego-
ries and forms of art.

Research on the issue:

A study by Market Research showed that in 2022 the global market for generative Al (visual arts, music and literature)
in art was estimated at 212 million US dollars, which is expected to reach 5.84 billion dollars by 2032, demonstrating
an average annual growth rate of 40.5% during the forecast period "&.



UNESCO’s approach:

UNESCO recommends that States promote Al education and digital learning for artists and creative profes-
sionals to assess the suitability of Al technologies for use in their profession™, and also promote the development and
implementation of appropriate Al technologies, since Al technologies are used to create, produce, distribute, broadcast
and consume various cultural goods and services, and given the importance of preservation of cultural heritage, diversity

and freedom of creativity.

What do the experts think?

Anna Kulik,
Marketing Director of ‘Inferit’

“It is pointless to compare Al art with traditional art, as it is to
compare different creative forms and genres. Al is an assistant to
the creator, a tool. It is the creator who is responsible to society
for observing ethical standards in the working process, and also
for the end result. Generative Al tools allow everyone today,
regardless of their level of skill and knowledge, to express their
unique vision of the world. To draw with a word, voice or thought,
or to create musical works without knowing musical notation is
a gift to humanity.”

Ivan Shumeyko,
Art director of ‘Inferit’

“Al in art is a fascinating tool that can offer a non-standard view
and make certain technical tasks easier. But a person always puts
their own essence into a work. Only personal experiences, emo-
tions and the inner world of the creator can truly touch the viewer
and evoke a response in their heart. Al can be a virtuoso assistant,
but without a human spark. It will never create a masterpiece that
will make us laugh or cry, empathize or dream.”
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Is it ethical not to indicate that content has been
generated with use of Al?

Answer:

More and more synthesized content is being created now, and technology is often used to refine
materials made by humans. Therefore, there is no definite answer to the question. If images, text,
audio or video generated by Al can mislead people about their origin, especially when it is important,
it is unethical to use such content without explicit labeling. It is always necessary to take into
account the context and purpose of using Al.

Justification:

(O According to the Oxford scientist, it is important to consider different types of labeling based on the
situation8°,
Visible markings clearly noticeable to users (for example, the text “Getty Images” on pictures).
Invisible markings containing technical signals embedded into the content.
Both types of watermarks — known as ‘direct’ and ‘indirect’ disclosure — are important to ensure trans-
parency.

( Scientists from the Massachusetts Institute of Technology (MIT) believe that as generative Al systems are
increasingly able to create high-quality media, visible and invisible labeling of Al-generated content
offers potential protection against deception and mix-ups between original and Al content ™.

Researchers from South Ural State University believe that labeling will increase confidence in both
creators and owners of generative Al systems, as well as the generated work itself®2,

The distribution of ‘fakes’ — content indistinguishable from the real thing — without appro-
priate labeling can be perceived as manipulation and negatively impact upon reputation.

Recommendations for developers:

1. In cases where the way of creating content using Al is fixed, you can use invisible labeling, which does not
affect the appearance and quality of the content and allows the user to use it freely. Such labeling will protect
the rights of the user and the developer if any violations are detected by supervisory authorities.



In some areas, it is possible to provide the visible labeling so that the user of the service understands that what
they see is an Al generated content.

Recommendations for users:

Depending on the context, it is important to indicate that the generated content was created using Al when
distributing the information, not to mislead other users about the personal authorship of this content and
not undermine the credibility of their publications.

Treat markings set by the developer responsibly and do not try to circumvent or hide them.

Research on the issue:

Based on a Business Research Insights study, the size of the global digital watermark technology market in 2022 was
USS$47.02 million, while it is forecast to reach US$105.82 million by 2032, representing a CAGR of 8.45% over the
forecast period 83,
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Source: Business Research Insights '3

The labeling technology market has experienced significant growth in recent years, driven by the growing
need for secure and authentic digital content. Concerns about intellectual property theft, forgery, and unautho-
rized use of content have fueled demand for reliable watermark solutions.

According to a Stanford University scientist, label manipulation is a concern. For example, invisible watermarks
are often promoted as the leading solution for labeling Al-generated content, with embedded markings much easier
to manipulate in text than in audiovisual content. The Al content labeling policy should be specific about what kind
of content invisible watermarks are useful for, since a particular disclosure solution used for images is not necessarily
useful for text.
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In image-based systems, watermarks function by adding subtle noise to an image (for example, slightly chang-
ing every seventh pixel) to create a cryptographic marker 4. However, text watermarks are more difficult to
create because there are limited ways to alter text without changing its meaning. For example, a recent
case: the company Genius.com filed a lawsuit against Google to remove song lyrics from its website. To prove
their point, in one of the song lyric texts on their website, they switched some curly apostrophes for straight ones.
The sequence created translated to “red-handed” in Morse code. According to the lawsuit, this sequence duly
appeared on the Google platform, indicating that it had been copied from Genius.com ',

What do the experts think?

Anna Abramova,
Director of the Al Center at
MGIMO University

“Standardization in the labeling of generated content will in-
crease transparency for artificial intelligence technologies. The
development of national standards in this area will serve as the
basis for the formulation of proposals for international cooper-
ation.”

Sam Altman,
Chief Executive Officer,
Open Al

“| do want to flag something else that | think is underexplored,
which is the idea not just of watermarking generated content, but
authenticating non-generated content. Celebrities or politicians
be able to “cryptographically sign” messages to prove that they
actually produced them. That seems to me like a reasonably likely
part of the future for certain kinds of messages and | think we
should talk more about that@®.”



Will generative Al affect standards in
2 3 beauty and fashion?

Answer:

The risk of Al influencing beauty standards is quite high, since Al filters using machine learning
algorithms can create an unrealistic image of a user’s appearance. They smooth the skin, change the
shape and size of the face, apply virtual makeup creating an idealized appearance of an individual.

Justification:

(O American scientists noted in a study say that due to the pursuit of a perfect appearance on social
networks, a new disease has arisen, called ‘social media dysmorphia’. This is a mental disorder
in which a person suffers from excessive anxiety about their appearance.1 Al filters and Al models can
exacerbate the spread of this disorder'’.

Recommendations for developers:

1. Try to take into account the uniqueness of each person: everyone has a unique appearance and style, and
template images often do not take this into account.

7. Develop critical thinking and use image analysis when using social media to recognize manipulative standards
of beauty created by Al.

3. Healthy beauty ideals that are based on a healthy lifestyle and self-esteem should be supported.
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Practices:

Fashion company Levi’s generated a model using the service LalLaland.
ai, a digital studio that creates models for fashion companies using Al.
The use of virtual models also increases the risk of job losses
among real models. Digital models can offer a wide range of pos-
ing options, imitating the behavior of a living person, and being able
to do so without experiencing fatigue. In addition, as the founder of
LalLalLand.ai Michael Musandou emphasized, businesses can save not
only on models, but also on makeup artists, photographers and other
personnel involved in shoots of €8,

In the summer of 2024, the world’s first beauty contest for non-
existent models took place. “Miss Al”, the digital equivalent of the
well-known Miss World contest, was held via the online Fanvue platform
and or